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INTRODUCTION

This document is the electronic version of the Proceedings of the Third Conference on CLIPS. It
was created using the electronic version of papers supplied by the authors. Not all authors
supplied electronic versions of their papers and in other cases the appropriate applications to read
the electronic versions were not available, so not all of the papers presented at the conference are
in this document. Some pictures and tables contained in the electronic versions of the papers did
not survive the conversion process to Microsoft Word for Macintosh. Such deletions are noted as
[Figure Deleted] and [Table Deleted]. In addition, all papers were reformatted for uniformity
(any errors generated during this process were purely unintentional).
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THE BUFFER DIAGNOSTIC PROTOTYPE:
A FAULT ISOLATION APPLICATION USING CLIPS

Ken Porter
Systems Engineer

MS: R1-408
Harris Space Systems Corporation

295 Barnes Blvd.
PO Box 5000

Rockledge, FL 32955

This paper describes problem domain characteristics and development experiences from using
CLIPS 6.0 in a proof-of-concept troubleshooting application called the Buffer Diagnostic
Prototype.

The problem domain is a large digital communications subsystem called the Real-Time Network
(RTN), which was designed to upgrade the Launch Processing System used for Shuttle support at
KSC. The RTN enables up to 255 computers to share 50,000 data points with millisecond
response times. The RTN’s extensive built-in test capability but lack of any automatic fault
isolation capability presents a unique opportunity for a diagnostic expert system application.

The Buffer Diagnostic Prototype addresses RTN diagnosis with a multiple strategy approach. A
novel technique called “faulty causality” employs inexact qualitative models to process test
results. Experiential knowledge provides a capability to recognize symptom-fault associations.
The implementation utilizes rule-based and procedural programming techniques, including a
goal-directed control structure and simple text-based generic user interface that may be re-usable
for other rapid prototyping applications. Although limited in scope, this project demonstrates a
diagnostic approach that may be adapted to troubleshoot a broad range of equipment.
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ON THE DEVELOPMENT OF AN EXPERT SYSTEM
FOR WHEELCHAIR SELECTION

Gregory R. Madey, Sulaiman A. Alaraini, and Mohamed A. Nour

 Kent State University
Kent, Ohio, 44240

gmadey@synapse.kent.edu

Charlotte A. Bhansin

Cleveland Clinic
9500 Euclid Avenue

Cleveland, Ohio 44195.

ABSTRACT

The prescription of wheelchairs for the Multiple Sclerosis (MS) patients involves the
examination of a number of complicated factors including ambulation status, length of diagnosis,
funding sources, to name a few. Consequently, only a few experts exist in this area. To aid
medical therapists with the wheelchair selection decision, a prototype medical expert system
(ES) was developed. This paper describes and discusses the steps of designing and developing
the system, the experiences of the authors, and the lessons learned from working on this project.
Wheelchair_Advisor, programmed in CLIPS, serves as a diagnosis, classification, prescription,
and training tool in the MS field. Interviews, insurance letters, forms, and prototyping were used
to gain knowledge regarding the wheelchair selection problem. Among the lessons learned are
that evolutionary prototyping is superior to the conventional system development life-cycle
(SDLC), the wheelchair selection is a good candidate for ES applications, and that ES can be
applied to other similar medical subdomains.

INTRODUCTION

The medical field was one of the first testing grounds for Expert System (ES) technology; the
now classic expert system, MYCIN, has often been cited as one of the great breakthroughs in
Expert Systems. MYCIN, however, is only one of a large number of expert system applications
introduced over the last two decades in the medical field alone [17]. Other examples include
NURSExpert [1], CENTAUR, DIAGNOSER, MEDI and GUIDON [17], MEDICS [3], and
DiagFH [10] to mention only a few. However, no expert system, to our knowledge, has been
developed for the wheelchair selection problem. In this paper, we report on a new application of
ES in the medical field; the paper discusses the experiences of the authors with a prototype
system developed, using CLIPS, to delineate a wheelchair selection for multiple sclerosis (MS)
patients. Our work, therefore, contributes to the existing applications of medical expert/support
systems by expanding the domain of applications to the wheelchair selection problem and
demonstrating the utility of CLIPS on this problem domain. We will demonstrate that the
complexity of the wheelchair selection decision makes it a prime target for an expert system
application.

To prescribe a wheelchair for a patient with MS involves more than knowing the patient’s
disease condition and available choices of potential wheelchairs. A complex web of factors has
to be untangled to reach an appropriate choice of a wheelchair. The decision is complicated by
such factors as physical body measurements, age and life style, degree of neuralgic impairment,
and environmental factors.
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MOTIVATIONS FOR COMPUTER-AIDED WHEELCHAIR SELECTION

The motivations for using computer-aided wheelchair selection support fall into two categories:
those from the therapist’s standpoint and those from the patients’ standpoint.

From the Therapist’s Standpoint:

The use of computer-aided selection of wheelchairs benefits the therapist in several ways. The
prescription of wheelchairs for the MS population is complicated by diverse presentations and
symptom fluctuations as well as many other factors. The selection of a well-suited wheelchair is
a function of the following variables.

1. Ambulation status: In general, a patient is classified as able to walk or not able to walk.
In multiple sclerosis, some ability to walk may be limited to short distances or specific
terrains. This factors into the type of wheelchair they will need.

2. Environments to be traversed: This variable includes both indoor and outdoor
locations. The existence of ramps in the patient’s residence and the size of the bathroom
are among the environmental factors relevant to the choice of an appropriate wheelchair.
The frequency of need in each environment helps determine the priority.

3. Distances to be traversed: Under this factor, both the indoor and outdoor activities are
considered. Self-propelling for short distances may be feasible for some individuals who
stay primarily at home, so a manual wheelchair may be appropriate, although disability
level may be high. More active users may require a power wheelchair to travel long
distances in the community.

4. Transport of the wheelchair: Consideration must be made for the wheelchair to disas-
semble into parts so as to fit in a car or to be sized to fit on public lift-equipped busses.

5. Caregiver characteristics: If a caregiver exists for the patient in question, the
characteristics of the caregiver(s) are considered in the wheelchair selection. The age,
number of caregivers, tolerance for equipment, their health, and the degree of support for
the patient are some of the factors to be evaluated when selecting a wheelchair for the
patient.

6. User characteristics: This variable includes both physical and cognitive dimensions.
For the physical, body measurements of the patient are essential to the selection
processes, along with qualities of posture, balance, and abnormal muscle tone.
Wheelchairs come in made-to-order frame sizes and appropriate sizing is essential.
Physical abilities are also evaluated: involuntary movements of the extremities and head
are noted. Areas requiring support for best posture and function are documented. As for
the cognitive dimension, physical and occupational therapists have to consider the extent
to which the patient can safely use the devices. Other issues to be examined by the
therapists are the ability to learn the electronic system of a powered wheelchair, to re-
spond quickly in dangerous situations and the ability to report discomfort or problems
with fit of the wheelchair.

7. Length of diagnosis—history of disease course: This composite variable aids in
determining if the MS symptoms of the individual are stable. If they seem stable, a less-
modular wheelchair can be appropriate. A progressive disease course would require
many modular options for future needs; as the MS symptoms change, it would be
possible to modify the wheelchair to fit the needs of the patients.
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8. Currently owned wheelchairs: Therapists need to consider this item early in their
analysis. The current wheelchair may or may not meet some of the needs of the patient.
One possibility is that the current wheelchair can be modified to meet the patient’s
needs. Another possibility is that the wheelchair needs to be replaced because it is
inappropriate for current needs, beyond repair or desired modifications can not be
performed.

9. Funding sources of past and potential wheelchairs: This factor is considered at the
end of the process but it is a crucial one. Most patients are restricted in terms of the
number of wheelchairs that they can purchase over time under their insurance coverage.
Typically, a therapist examines and evaluates the factors that determine the needs of the
patient to narrow down the choices of the available wheelchairs. Once the options are
reduced, the therapist uses the funding source variable to choose among the options. The
funding sources can include Medicaid, Medicare, private insurance (e.g., third party),
private purchase, or charity (e.g., MS Society Equipment Loan Program). Each one of
these sources has its own rules regarding the wheelchair selection problem. For example,
some policies restrict the purchase of a new wheelchair to one every five years. Some
will not cover a manual wheelchair if an electric wheelchair was previously obtained.
Hence, such restrictions need to be factored in when considering the selection of an
appropriate wheelchair.

10. Current wheelchairs on the market: There are over 500 models, each offering multiple
options of sizing, weight, frame styles, footrests, armrests, cushions, and supports. A
current database of technical information would greatly aid in wheelchair selection.

Note that the degree of importance placed on each one of the foregoing factors is not fixed. There
is a complex interaction between variables for each patient under consideration. It can be seen
from the above illustration that selecting an appropriate wheelchair would be difficult to solve
algorithmically. Hence, an expert system is a good candidate for this kind of problem. It was
observed by the expert involved in this pilot project that the process of selecting the wheelchair
involves both forward and backward reasoning. A therapist starts with the factors that are
considered to be important to the patient in question and then narrows down the options available
to the patient. This process involves forward reasoning and it is estimated to be eighty percent
(80%) of the overall analysis performed by the therapist. The rest of the reasoning, twenty
percent (20%), is devoted to backward chaining where the therapist starts with a specific set of
wheelchairs and sees if they meet the needs of the patient as well as the requirements of the
funding source.

A computer-aided support system can play a significant role in helping the therapist cope with
the factors mentioned above. It can guide the therapist in making the best decision about what
wheelchair and features need to be prescribed, based on comparison to other successful cases. It
can aid the therapist by insuring thorough evaluation. Also, it can help the therapist keep abreast
of new products on the market. Such a system insures quality in the wheelchair selection process.
An inappropriately prescribed wheelchair usurps coverage and prevents re-prescription of a more
appropriate chair. In addition, the standardized reporting format could also be used to conduct
more objective studies on wheelchair prescription.

Such a system also has value as a training tool for both novice therapists and therapy students. A
tutorial in which real-life or simulated applications are demonstrated can be used for teaching
and training. Furthermore, innovations in the wheelchair industry change frequently. The use of
computer-based support can overcome this problem. A database of currently available
wheelchairs kept and updated on a regular basis, is needed in the field of rehabilitation
technology. Finally, the documentation of valuable expertise as reflected by real-life applications
will be easier using a computer based system. In this context, an expert therapist is a scarce
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resource. Hence, years of experience involving the prescription of numerous wheelchairs can be
stored in the system and used later as a reference by therapists who practice in more general
areas.

From the Patient’s Standpoint:

Of all patients with Multiple Sclerosis (MS), about 40 percent will lose the ability to ambulate.
Thus, wheeled mobility stands out as a primary need in this population. Because of the nature of
the wheelchair selection problem, it is not unusual for the medical therapist/specialist to prescribe
a seemingly appropriate wheelchair for a particular patient only to have the patient reject the
wheelchair. The importance of the selection of an appropriate wheelchair for a particular patient
cannot be overstated. From the MS patient’s standpoint, the selection of a suitable wheelchair is
critical for the following reasons:

1. Insurance: Because of funding restrictions, the patient might be restricted to a
wheelchair for a minimum number of years before being eligible for another wheelchair.
The MS patient wants to be sure the right chair is prescribed.

2. Cost: The prescription of an appropriate wheelchair should take the cost factor into
consideration, especially if the patient is to bear that cost, for patients’ resources vary.
Also cost consideration is important due to funding restrictions imposed by insurers or
Medicaid/Medicare programs. The costs of a wheelchair can range from several hundred
to several thousands of dollars.

3. Mobility and comfort: The selection of an inappropriate wheelchair will limit already
diminished mobility and deny the individual MS patient the potential for increased
functional independence from an otherwise suitable wheelchair.

4. Health: An inappropriate wheelchair not only may inhibit mobility and cause
discomfort, but it may worsen the patient’s condition, e.g., postured deformities,
pressure sores, etc.

5. Image and psychological factors: A suitably selected wheelchair might enhance the
patient’s personal image, and thus contribute to more community/social involvement.
For example, a young MS patient might desire a sporty wheelchair to remain active and
socially involved.

Because of the foregoing reasons, it is desirable to have a computer-aided wheelchair selection
support system that will hopefully maximize the benefits in the selected wheelchair.

Rationale For Using An Expert System

As was discussed earlier, the selection of the wheelchair for the MS population involves the
examination of presentations and symptom fluctuations. Because of the complexity of these
factors, only a few therapists are available with a body of expertise to tackle the wheelchair
selection decision. A computer-aided system, however, would capitalize on this expertise and
make it more widely available. Hence a knowledge-based system seems appropriate, more
specifically, a knowledge-based expert system. The next section discusses medical expert
systems in general and develops a taxonomy for them. We then show where our prototype
system fits relative to this taxonomy.
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TAXONOMIC FRAMEWORK FOR MEDICAL EXPERT SYSTEMS

The wide range of intelligent (knowledge-based) medical systems today can be broadly classified
using the taxonomy shown in Figure 1. This taxonomy is based on three broad dimensions: tech-
nology, domain, and application type.

1. Technology: Technology is further divided into: 1) hardware platform (e.g. PC-based,
workstation-based, etc.), 2) AI method (solution), and 3) programming tools. A medical
knowledge-based system can thus be classified on whether it is PC-based, mainframe-
based, etc. It can also be classified on whether it is an expert system solution [4], a
neural network (ANN) [9], a natural language system, interactive hypermedia [8], a
paper-based [16], etc. Programming tools include AI programming languages and shells.
Examples include OPS5, Lisp, Prolog, and CLIPS [15].

2. Domain: Knowledge-based systems have been applied in a variety of medical
subdomains [1, 2, 3, 4, 10, 14, 17]. Example subdomains include: heart diseases, blood
analysis, asthma, artificial limbs, childhood diseases, and this project on multiple
sclerosis (MS). It is difficult, however, to neatly classify medical computer-aided
systems on the basis of medical subdomains since many of these systems have
overlapping domains.

3. Application Type: The application type dimension describes the function of the
knowledge-based system for which it is developed. These applications types include
diagnosis [10], classification [17], prescription/selection [15], tutoring/training [14], data
analysis and interpretation, prognosis, and knowledge/technology transfer. Many
knowledge-based systems are built to support more than one of these functions.
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Figure 1. A Taxonomic Framework for Knowledge-Based Decision Support Systems

Review of Medical Expert Systems

Our emphasis in this paper is on medical expert systems, which is a subset of the computer-aided
support systems in the technology dimension mentioned above. Some of the well known medical
expert systems include the following [17]:

1. CENTAUR: The domain of this expert system is lung diseases, developed in the
INTERLISP programming tool by the Stanford University. Operational functions
include diagnostic interpretation of pulmonary function tests.

2. DIAGNOSER: Deals with heart diseases, develop in LISP by the University of
Minnesota.

3. GUIDON: The medical domain include bacterial infections. It is developed in
INTERLISP by the Stanford University.

4. MDX: Deals with liver problems, developed in LISP by the Ohio State University.

5. MED1: Deals with chest pain, developed in INTERLISP at the University of
Kaiserlautern.
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6. MYCIN: Best known of all medical expert systems, MYCIN’s medical subdomains
include bacteremia, meningitis, and Cystis infections. It was developed at Stanford
University and the main operational functions include diagnosis of the causes of
infections, treatment, and education.

7. NEUREX: Concerned with the nervous system, NEUREX was developed in LISP at the
University of Maryland. Its functions include diagnosis and classification of the diseases
of the nervous system.

8. CARAD: This expert system handles radiology; it was developed at the Free University
of Brussels. Its main functions is the interpretation and classification of X-ray
photographs [3].

Our Wheelchair_Advisor stands apart from these expert systems listed above by its unique
domain of wheelchair prescription for MS patients and our choice of the programming tool. This
project involved the use of a PC and the expert system shell CLIPS [6, 7, 13, 18]. The
functions/objectives of the Wheelchair_Advisor included diagnosis, classification, prescription,
and training. Figure 2 maps these characteristics into a classification scheme to show where our
prototype expert system fits relative to current computer-aided medical systems. As Figure 2
indicates, and to our best knowledge, no other expert system application has been developed in
the domain of wheelchairs for MS patients.

Technology
Employed

Application
Types

Medical Knowledge 
Domains

Wheelchair Advisor
Prescription
Expert System

CLIPS
MS-Wheelchair

PC

Figure 2. Classification Framework for Medical Decision Support Systems

THE WHEELCHAIR EXPERT SYSTEM PROJECT

The Environment

The Cleveland Clinic Foundation’s Mellen Center for Multiple Sclerosis Treatment and Research
was initiated in 1985 with a grant from the Mellen Foundation. The Mellen Center, the largest
and most comprehensive full-time MS center in the country, is an interdisciplinary outpatient
rehabilitation facility providing direct patient care, education, and basic and clinical research into
the causes and management of MS. In 1993, the Mellen Center had 14,000 patient visits for its
services of neurology, nursing, occupational therapy, physical therapy, psychology, and social
work. Approximately 350 new patients are seen each year.
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The Knowledge Engineering Process

The knowledge engineering process has often been described as the “knowledge engineering bot-
tleneck” due to the difficulty and complexity of this process. To deal with the complexity of the
knowledge engineering process, three basic methodologies were used to elicit knowledge from
the expert: interviews, insurance documents, forms, and prototyping.

1. Interviews: Multiple interviews were conducted with the expert by three knowledge
engineers (KE) all of whom, including the expert, are the authors of this paper. A typical
session lasted from 3 to 5 hours.

2. Insurance Letters/Other Forms:The insurance and other prescription forms
supplied the knowledge engineers with the missing links in the pieces of knowledge
gained from the interviews. These forms embodied actual cases describing patient
symptoms, condition, cognitive/psychological state, and the recommended wheelchair.
Because of the difficulties of obtaining sufficient knowledge using interviews only, as
pointed out above, the knowledge obtained from these documents was invaluable
inasmuch as it complemented the expertise derived directly from the expert.

3. Prototyping: The interviews went side by side with an actual prototype developed to
foster better communication between the expert and the KE’s. This helped offset some of
the limitations of the interviewing process. Each subsequent version of the prototype
provided a chance for the expert to “endorse” the KE’s interpretation of the knowledge
supplied in the previous interview. At times the expert would clarify a previous answer
and supply a new one; thus it became clear that the prototype helped correct errors in
communication and misinterpretations.

The System-Building Process

The project was conducted in an interactive fashion and rapid prototyping was used to develop
the system. Figure 3 shows the block diagram of the prototype system. First, the patient’s needs
and constraints are considered. This data can be provided on line or by using an input text file in
which the data about a particular patient is stored. To accomplish this task a number of rules of
the type IF/THEN are implemented. The result of this examination, which is a template of facts
about the patient in question, is then used by the search module which in turns uses this
information while searching the wheelchair database to find the appropriate wheelchair(s). Note
that the optimizer module consists also of IF/THEN rules. As for the wheelchair database, it
contains a list of wheelchairs with different features. An explanation facility where the reasoning
of the system is explained to the user can be added to the system. Finally, there is a solution set
module where the recommendations of the ES are included. In the next subsection, a description
of CLIPS, an expert system language, is presented. Then, sample screens and dialogue are
shown.
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Patient's 
Needs/Constraints 

Search

Wheelchair 
Database

Explanation Facility

Patient Database

Solution Set

Figure 3. Block Diagram of the System Design

CLIPS

CLIPS (short for C Language Integrated Production System), developed at NASA/Johnson
Space Center, has recently shown increasing usage [6, 7, 11, 13]. CLIPS is a forward-chaining
rule-based language that resembles OPS5 and ART, other widely known rule-based development
environments. Figure 4 shows the basic components of CLIPS, which are essential for an ES.
Following this figure is a brief description of each component.

1. User Interface: The mechanism by which the user and the expert system communicate.

2. Fact-list: A global memory for data. For example, the primary symptom of an MS patient can
be represented in CLIPS syntax as in Figure 5. For clarity, the reserved key words of CLIPS are
printed in bold letters.

3. Knowledge-base: Contains all the rules used by the expert system. For instance, consider the
following partial rule that is used by the system to list all the primary symptoms of an MS
patient:

IF user has a primary symptom of cerebellar ataxia
THEN the primary symptom is cerebellar ataxia

In the CLIPS syntax, this rule and the associated dialogue can be written as shown in Figure 6.

4. Inference engine: Makes inferences by deciding which rules are satisfied by facts, prioritizes
the satisfied rules, and executes the rule with the highest priority.

5. Agenda: A prioritized list created by the inference engine of instances of rules whose patterns
are satisfied by facts in the fact list. The following shows the contents of the agenda at some
stage:
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Knowledge
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Agenda
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Figure 4. CLIPS Basic Components. Adapted from [6].

  English:
          The primary symptom of the patient is cerebellar ataxia.

  CLIPS:
(deffacts user-data

         (ms symptoms primary cerebellar ataxia)
      )

Figure 5. CLIPS Syntax for storing facts

In Figure 7, three instantiated rules are placed on the agenda. Each entry in the agenda is divided
into three parts: Priority of the rule instance, name of the rule, and the fact-identifiers. For the
first entry in the agenda, for example:

 • 2 refers to the priority.
 • ms-symptom-primary is the name of the rule.
 • f-5 is the fact-identifier of the fact that matches the pattern of the rule. Such facts are stored

as in Figure 5.

(defrule ms-symptoms-primary
     ?phase <- (phase ms symptom)
=>
     (retract ?phase)
     (printout t crlf "What is the primary symptom of the MS
                          patient? ")
     (bind ?answer (readline))
     (if (not (stringp ?answer))
     then (printout t crlf "Please check again!" crlf)
     (assert (phase ms symptom))
     (if (stringp ?answer)
     then (bind $?sym (str-explode ?answer))
     (assert (ms symptoms primary $?sym secondary))))

Figure 6. CLIPS Syntax for rules
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Agenda
    2 ms-symptoms-primary:           f-5
    1 ms-symptoms-secondary:         f-6
    0 ms-symptoms-secondary-more     f-7,f-8

Figure 7. CLIPS Agenda

Sample Screens And Dialogue

The above rule, the ms-symptoms-primary rule, can be used to show a scenario of a dialogue
between the end user (e.g., a physical therapist) and the expert system as follows:

WHAT IS THE PRIMARY SYMPTOM OF THE MS PATIENT?
cerebellar ataxia
WHAT IS THE SECONDARY SYMPTOM OF THE MS PATIENT?
weakness

Figure 8. A Sample screen of a dialogue in a session

Based on the new information provided by the end user, the data about the patient will be
updated. Accordingly, the fact-list will include a new fact which shows the name of the primary
symptom of this patient. The resulting fact is presented in Figure 5. Another impact of this new
information will be to update the agenda to include the next rule to be fired, the ms-secondary-
symptom rule in this case. This is possible because a new fact, f-5, which was entered by the user
as an answer to an on-screen question, now satisfies this rule.

LESSONS LEARNED

There are many lessons to be learned from this project. First: the evolutionary prototyping in de-
signing expert systems is proven to be superior to conventional system development life-cycle.
Figure 9 shows the steps involved in designing a system under the traditional method.

 

End
User

Analysis Design Testing Production

Figure 9. System Development Life Cycle (SDLC)

On the other hand, prototyping presents a more efficient way to design a system. Under this
method, the end user will be aware of the costs/benefits and, most importantly, will be a part of
the development team. In essence, the system will be modified a number of times until the
desired system is obtained. Figure 10 shows the steps involved in this method.

End User
&

Expert
PrototypeANALYSIS

TESTING

Figure 10. Evolutionary Prototyping

Second: the expert system developed in this project has shown the wheelchair selection problem
to be a good candidate for ES applications. This project has also shown that there are major
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benefits for both the medical practitioners and the MS patients to be derived from such an
application. Third, it is evident from this project that other similar medical subdomains might be
good candidates for the application of the ES technology. Our project serves to expand the
medical applications domain. Fourth, CLIPS was found to flexible, powerful, and intuitive
development environment for this application.

CONCLUSIONS

The authors of this paper were involved in a project concerned with the actual development of a
wheelchair selection expert system. A prototype expert system (Wheelchair_Advisor) was devel-
oped, using CLIPS, to prescribe wheelchairs for Multiple Sclerosis (MS) patients. This paper
reports the process, the experiences of the authors, the advantages of evolutionary prototyping
for expert system development, and the possibilities for new medical subdomains as candidates
for expert system applications.

Our findings show that there are major advantages for using an expert system tool to aid in the
analysis and selection of a wheelchair for an MS patient. Such an expert system can also be used
as a training and educational tool in the medical industry.
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ABSTRACT

Expert Witness is an expert system designed to assist attorneys and medical experts in
determining the merit of medical malpractice claims in the area of obstetrics. It this by substitutes
the time of the medical expert with the time of a paralegal assistant guided by the expert system
during the initial investigation of the medical records and patient interviews. The product of the
system is a narrative transcript containing important data, immediate conclusions from the data,
and overall conclusions of the case that the attorney and medical expert use to make decisions
about whether and how to proceed with the case. The transcript may also contain directives for
gathering additional information needed for the case.

The system is a modified heuristic classifier and is implemented using over 600 CLIPS rules
together with a C-based user interface. The data abstraction and solution refinement are
implemented directly using forward chaining production and matching. The use of CLIPS and C
is essential to delivering a system that runs on a generic PC platform. The direct implementation
in CLIPS together with locality of inference ensures that the system will scale gracefully. Two
years of use has revealed no errors in the reasoning.

INTRODUCTION

When preparing a medical malpractice lawsuit, an attorney must identify the relevant facts and
use them to decide first if the case has merit. Usually, the attorney consults a medical expert to
evaluate the client's medical records and to advise the attorney. The problems for attorneys and
clients is that medical experts are both expensive and relatively scarce, the problem of
determining fault is tedious and time consuming, and the case load is growing.

Our approach to this problem is to make a preliminary determination of merit without investing
large amounts of time from a medical expert. Using an expert system called Expert Witness, the
paralegal staff can be guided in their examination of medical records and conducting of client
interviews. After data collection, Expert Witness produces a transcript of reasoning that aids the
attorney and medical expert in determining the validity of a case. The transcript is very similar to
what the medical expert would also have produced, except that it was created with far less
expense. By taking this approach, an attorney can determine the preliminary merits of a lawsuit
while saving substantial amounts of money. The attorney and medical expert can take on more
work. Deserving cases are more likely to be pursued because more cases can be handled overall.
Fewer non-meritorious, wasteful cases need be pursued, resulting in saved expense and anguish.
Overall, in two years of operation, Expert Witness has been tested in 10 legal offices on
numerous cases with no complaints, and based on the success of the system, significant
development is planned to greatly expand its coverage.
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This paper describes the functional architecture, the implementation, the history, and the plans
for expansion of Expert Witness. It begins with a functional overview of the Expert Witness in
the Functional DescriptionSection. After the functional description, some typical cases are
described in the Example Cases Section. In the Implementation, History, and Future Directions
Section, the implementation of the current system in CLIPS and C is described, as is the history
of the project, and the future directions. Results and conclusions are given in the Results and
Conclusions Section.

FUNCTIONAL DESCRIPTION

The current domain of expertise for Expert Witness is obstetrical malpractice. The overall
context in which Expert Witness determines the extent of medical malpractice is shown in Figure
1. To determine the fault of medical personnel, Expert Witness directs a paralegal in the search
for relevant medical facts from patient records and patient interviews. Such information includes
the family history, the patient history, the history of the mother prior to birth, the events and
medical procedures performed at birth, and subsequent tests and treatment. Expert Witness builds
a case file for each client. This multiple client feature allows the paralegal to start and stop data
collection corresponding to the availability of information and access to the client. When
sufficient data has been collected, a narrative transcript and a fact summary is produced. The
narrative transcript is similar to what the medical expert would have produced. It marks the
important details, such as confirming or disconfirming evidence, presents reasoning chains based
on evidence, suggests further tests, and derives conclusions regarding the viability of the case.
The transcripts and the fact summaries are used by the attorney and the medical expert to make
the final decision whether malpractice contributed to the client's condition, and also to determine
what additional data need collected. The general philosophy embedded in Expert Witness's
knowledge is to only make conservative conclusions, based on practice that is well accepted in
the field.

Expert Witness

paralegal

medical records

narrative transcript

fact sheets

patient histories

attorneys

medical experts

patient

Figure 1. Context of Expert Witness

EXAMPLE CASES

The following cases are summaries of two actual cases handled by Expert Witness.

Case I

An infant was born with apgar scores of 8 and 9. The birth weight was six pounds. During the
mothers labor, monitoring indicated that the baby was in distress. In response to the data
suggesting distress, the physician treated the mother and reviewed the mother’s medications. It
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was found that one of the medications that the mother was taking is known to create false
positive findings of fetal distress. Normally, the distress patterns would have lead to a cesarean
section. By reviewing the data correctly, the physician avoided an unnecessary surgery which
carries added risks for the mother. The Expert Witness program analyzed the data and advised
the user that the physician had acted appropriately based upon the facts presented. This analysis
prevented a potentially frivolous law suite.

Case II

A child is known to be mentally retarded. The child was born with apgar scores of 2 and 5.
During labor, the mother had a biophysical profile which was abnormal. After delivery, the
infant developed low blood sugar and seizures. Family history revealed that the mother has a
nephew by one of her sisters who is also mentally retarded. The Expert Witness program
analyzed the data and advised the user that there appeared to be some improprieties on the part of
the physician during the mother's labor that could have contributed to the child's present
condition. It also noted, however, that there may have been a pre-existing condition which may
be the main contributor to the child's problems. It suggested that further analysis is necessary.
This is a case that deserved further in depth analysis by actual expert witness physicians.

IMPLEMENTATION, HISTORY, AND FUTURE DIRECTIONS

Expert Witness is used cyclically to build up a patient file. Within each cycle there are two
stages, data collection and data inference. Data collection is done interactively as the paralegal
presents known information to the system through a text based user interface written in C. Once
all known information is provided, the inference phase begins, and the known data are analyzed
to determine what conclusions are able to be made and what they are. When more information is
needed, additional data are suggested in the transcript. The medical expert may also direct the
paralegal to obtain more information. The next cycle of data collection/inference process allows
direct entry of any additional information, and produces a more complete narration.

The inference part of the system is written in CLIPS 4.3.1 Over 600 rules constitute the
knowledge base. The basic architecture is an elaboration of the heuristic classification model.2
Initial data are abstracted from quantitative values to qualitative categories. Matching, based
directly on CLIPS rule matching, is used to determine the first level of solutions in the form of
direct conclusions in the narrative transcript. Additional reasoning is performed to produce the
next level of conclusions, based on the initial level. In contrast to some heuristic classifiers which
seek to produce one conclusion and may take the first one that is satisfactory, Expert Witness
makes all conclusions that it can. It uses a mix of reasoning methods, using some data to
strengthen and some data to weaken conclusions. It does not use certainty factors or other
approximate reasoning methods, since the qualitative representation of strength of belief using
basic CLIPS was adequate for the conservative reasoning philosophy adopted for the system.

The performance of Expert Witness has been very good. The knowledge used has generally been
localized, and the reasoning chains have been kept relatively short. Factoring of the rule base into
a number of independent subsystems for determining the first level of conclusions has also
helped. The second level conclusions are made using a rule base that is loaded after all first level
conclusions have been made.

1 CLIPS Release Notes, Version 4.3, NASA Johnson Space Flight Center, June 13, 1989.
2 Clancey, W. J., "Heuristic Classification," Artificial Intelligence, 27:3, December 1985, pp.

289-350.
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Expert Witness was built over a period of 5 months beginning in 1991. The initial knowledge
engineer and expert was Dr. Ray Lewandowski, a medical consultant and clinical geneticist. The
user interface was constructed by David Perkins at Texas A&M University-Corpus Christi. The
system has since been used by ten attorneys and their staff. Follow-up consultations are
performed with Dr. Lewandowski. Plans are underway to increase the number of users. In the
several years since being introduced in the field environment, no incorrect recommendations
have been made, and much time has been saved.

Based on the success of the initial system and demands of the users for broadening the scope of
application, additional experts are currently being interviewed in the areas of neonatology,
expanded obstetrical coverage, and hospital practices and procedures. Additional modules
beyond those are in the planning stage. No significant changes to the structure of the knowledge
base are expected. Knowledge should remain localized, and the performance penalty should
grow linearly with the number of systems. Each system will be incorporated so that it can
function as a stand-alone or integrated component of the entire system.

RESULTS AND CONCLUSIONS

The system has since been used continuously since its development by ten attorneys and their
staff. In the several years since being introduced in the field environment, no incorrect
recommendations have been made, and much time has been saved. Based on this extended
success, plans are underway to increase the number of users and the scope of the system's
coverage.

A critical success factor for Expert Witness, aside from the quality of the knowledge base, has
been the need for it to run on a generic hardware platform. The use of CLIPS has allowed us to
keep the system small, while maintaining speed and ease of programming, both because the
inference component is small and because it easily interfaced with a compact C user interface.

The second critical success factor derived from CLIPS is the suitability of the forward reasoning
and matching to the application and representation of the knowledge. Although CLIPS would
have allowed it, no meta-level reasoning was necessary. This simplicity allowed the knowledge
base to grow to over 600 rules without greatly affecting the structural complexity of the
knowledge or the cost of using it. On the face of it, the plainness of the knowledge representation
as rules speaks against this system when compared to more complicated knowledge structures
and control regimes, but in reality, the degree of fit between the knowledge and the inference
system has allowed us to create and maintain a reasonably large knowledge base cheaply and
reliably. This simplicity is crucial for us when we consider expanding the knowledge base as
much as fivefold, which we intend to do.
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ABSTRACT

This paper describes the development of a prototype expert system for the intelligent selection of
robots for manufacturing operations. The paper first develops a comprehensive, three-stage pro-
cess to model the robot selection problem. The decisions involved in this model easily lend
themselves to an expert system application. A rule-based system, based on the selection model, is
developed using the CLIPS expert system shell. Data about actual robots is used to test the
performance of the prototype system. Further extensions to the rule-based system for data
handling and interfacing capabilities are suggested.

INTRODUCTION

Many aspects of today’s manufacturing activities are increasingly being automated in a feverish
pursuit of quality, productivity, and competitiveness. Robotics has contributed significantly to
these efforts; more specifically, industrial robots are playing an increasingly vital role in
improving the production and manufacturing processes of many industries [6].

The decision to acquire a robot, however, is a nontrivial one, not only because it involves a large
capital outlay that has to be justified, but also because it is largely complicated by a very wide
range of robot models from numerous vendors [6]. A non-computer-assisted (manual) robot
selection entails a number of risks, one of which is that the selected robot might not meet the task
requirements; even if it does, it might not be the optimal or the most economical one.
Mathematical modeling techniques, such as integer programming, are rather awkward and
inflexible in tackling this problem. The reason for this is that the robot selection process is an ill-
structured and complex one, involving not only production and engineering analysis, but also
cost/benefit analysis and even vendor analysis. Its ill-structured nature does not readily lend itself
to tractable mathematical modeling. Therefore, nontraditional approaches, such as expert systems
(ES) or artificial neural networks (ANN), seem intuitively appealing tools in these circumstances.

When the decision maker (DM) is charged with making the selection decision, he or she is being
called upon to play three roles at the same time, namely (1) financial analyst, (2) robotics expert,
and (3) production manager. In other words, the decision maker would need to make three differ-
ent (albeit related) decisions: (1) choosing the best robots that match the task requirements at
hand, (2) choosing the most cost effective one(s) from those that meet the requirements, and (3)
deciding from which vendor to order the robot(s). We shall call these decisions technical,
economic, and acquisitional, respectively. Clearly, these are very complex decisions all to be
made by the same decision maker. Supporting these decisions (e.g., by a knowledge-based
system) should alleviate the burden from the decision maker and bring some consistency and
confidence in the overall selection process. The success of the ES technology in a wide range of
application domains and problem areas has inspired its use as a vehicle for automating decisions
in production and operations management [1, 19], as well as the robot selection decision [16, 17].
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In this paper, a three-stage model is presented for the robot selection process. The model is
comprehensive enough to include the major and critical aspects of the selection decision. It is
implemented in a CLIPS-based prototype expert system. The rest of the paper is organized as fol-
lows. In the following section, we review previous work and, in the third section, we present our
three-stage model to robot selection. In the fourth section, the implementation of the prototype
expert system is discussed. Limitations of, and extensions to the prototype expert system with
database management (DBMS) capabilities are provided in section five. We conclude the paper
in section six.

MOTIVATION AND RELATED WORK

The application of knowledge-based systems in production and operations management has been
investigated by a number of researchers [1]. In particular, the application of ES in quality control
[3], in job shop scheduling [18, 19], and industrial equipment selection [11, 20] has been
reported in the literature. The robot selection problem is prominent in this line of research [8, 15,
17].

In an earlier paper by Knott and Getto [9], an economic model was presented for evaluating
alternative robot systems under uncertainty. The authors used the present value concept to
determine the relative worthiness of alternative robot configurations. Offodile, et al. [14, 15]
discuss the development of a computer-aided robot selection system. The authors developed a
coding and classification scheme for coding and storing robot characteristics in a database. The
classification system would then aid the selection of the robot(s) that can perform the desired
task. Economic modeling can then be used to choose the most cost-effective of those selected
robots. Other related work includes Offodile et al. [16], Pham and Tacgin [17], and Wang, et al.
[21].

A review of the above literature indicates that these models are deficient in at least one of the fol-
lowing measures:

• Completeness: We suggested earlier that the robot selection problem involves three
related decisions. The models presented in the literature deal invariably with at most two
of these decisions. The other aspects of the selection decision are thus implicitly
assumed to be unimportant for the robot selection problem. Experience suggests that this
is not the case, however.

• Generality: the models presented are restricted to specific production functions, e.g.,
assembly. Many of today’s production functions are not monolithic but rather a
collection of integrated functions, i.e., welding, assembly, painting, etc. In particular,
industrial robots are by design multi-functional and a selection model should be robust
enough to evaluate them for several tasks.

• Focus: The focus in the literature is often more on robot characteristics (robot-centered
approach) than on the task the robot is supposed to perform (task-centered approach).
We posit that task characteristics should be the primary focus in determining which
robot to choose, not the converse.

We propose a three-stage model that captures the overall robot selection process, with primary
emphasis being given to the characteristics and requirements of the task at hand. The proposed
task-centered model is comprehensive in the sense that it covers the robot selection problem from
the task identification, through robot selection, to vendor selection and, possibly, order
placement. The model is also general in the sense that it applies to a wider range of industrial
robot applications. While this selection model is different from previous approaches, it
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incorporates in a systematic manner all the critical decisions in any sound robot selection
process. The sequential order of these decisions, and the related phases, is important from a
logical as well as an efficiency standpoints. We cannot, for example, separate the technical
decision from the economic decision, for a robot that is technically well suited to do the job
might not be economical; and vice versa. We shall present our model in the following section
and in the subsequent sections discuss its implementation in a knowledge-based system.

A THREE-STAGE MODEL FOR ROBOT SELECTION

Figure 1 depicts the three-stage robot section scheme proposed in this paper. We present a
general discussion of the scheme in the subsequent subsections.

• Technical decision: This is the first and the most critical decision to be made. It is the
formal selection of one or more candidate robots that satisfy the minimum requirements
and characteristics of the task to be performed. It is technical in the sense that it would
normally be made by the production or process engineer upon a careful analysis of the
technical characteristics of both the task and the robot. This decision is the most difficult
of the three. A thorough analysis is required to arrive at the initial set of feasible robots.

• Economic decision: This is a decision involving the economic merit of the robot. More
specifically, it is a decision about the most cost-effective robot alternative(s) considering
both initial cost (purchase price) and operating costs. The purpose of the initial and
operating costs is twofold: (1) to allow for a rough justification for the robot, and (2) to
allow for a choice to be made among rival robots. Suppose, for example, that we had a
choice of two robots from Stage One (to be described shortly)—one which is adequate
for the task and costs within reasonable range; the other is more technologically
advanced but costs well beyond what is considered economical for the task in question.
Clearly the estimated cost of the latter would force us to choose the former robot.

• Acquisitional decision: This is simply deciding which vendor to acquire the robot(s)
from. The choice of a vendor is based not only on purchase price, but also on service and
quality.

The following three stages implement the above decisions in a systematic manner.

Stage One: Technical Decision

The purpose of this first stage is to determine a (possibly set of) robot(s) that most closely
matches the task requirements. The starting point is the application area, or more specifically, the
task itself for which the robot is needed. Thus, we need to determine in this stage the following:

1. The application area, e.g., assembly, welding, painting, etc.
2. The task within the application area, e.g., small parts assembly.
3. The task requirements, e.g., precision, speed, load.
4. The robots that most fully satisfy these requirements.
5. Whether human workers can perform the task.
6. Whether to go with robots or humans, if 5 above is true.

Identifying Application:

There is a wide range of applications, across various industries, for which industrial robots may
be engaged. Both the application area and the narrow task within that application area should be
identified. Thus, within welding, for example, we would identify spot welding and arc welding.
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Identifying Task Characteristics:

This phase requires identification of all the task characteristics that influence the decision to
employ humans or robots, and the selection among alternative, technically feasible robots. These
characteristics will include, for example, the required degree of precision and accuracy; whether
it is too hazardous, dangerous, or difficult for humans; and whether significant increases in
productivity and/or cost savings would result.

Identify Application

Identify Task Characteristics

Robot or Human 

List of Robots 

Rank Robots

Acquisition Cost Operations Cost Total Cost/Life Cycle Cost

NPV Test?

List of Robots 

Rank Vendors

Warranty Service Quality Weighted

Choose Most Favored

Selected Robot and Vendor 

Stage
One

Technical
Decisions

Stage
Two

Economic
Decisions

Stage
Three Aquisitional

Decisions

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

Figure 1. Three-Stage Robot Selection Model
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A precise task definition might also require a task classification scheme, more fine-tuned than the
one suggested by Ayres and Miller [2]. Since the desired robot is a function of the complexities
of the task in question, we suggest the development of a task/robot grid (TRG) to associate
specific task characteristics with relevant robot attributes. Let Cij denote value j of task
characteristic i, and Aij denote value j of robot attribute i, i=1, 2, ..., m; j=1, 2, ..., n. Here Cij is
said to be compatible with Aij, for particular values of i and j, if Aij satisfies Cij. For brevity, we
denote this relationship by Cij ∈ Aij. Thus specifying task characteristic Cij would automatically
call for a robot attribute Aij such that Aij at least satisfies the task requirement Cij, ∈ i,j.

Stage Two: Economic Decision

This stage can be called a cost justification stage. It utilizes the output from the first stage, which
is one or more robots suited to the task at hand. The primary role of this stage is the identification
of those robots that make economic sense to invest in; a present value approach is followed by
the knowledge-based system to exclude all robots with net present value (NPV) less than their
net cost (i.e., purchase price and operating costs). A ranking on the basis of the cost factor is then
applied to the remaining robots, if any, i.e., to those passing the economic viability test. Thus, net
present value analysis is used to determine whether it is profitable to employ any robot, given its
net cost and the economic benefits (e.g., incremental cash flows) expected to accrue as a result of
employing the robot to perform the task.

By the end of Stage Two we will have identified a subset of robots that are the most favorable in
terms of performance as well as cost. Since a large number of vendors may be available, it is
important to be able to get the “best” deal possible. This implies not only a good competitive
price, but also acceptable quality, warranties, and a promise of support services.

Stage Three: Acquisitional Decision

In Stage three we have to rank, for every vendor, every robot that meets the choice criteria in
Stages 1 and 2. The factors that are involved in these rankings are many. For example, Hunt [6]
indicates that a certain study revealed the following factors as critical in the purchasing decisions
of robots: design, performance, cost, maintenance, warranties, financial terms, and delivery
terms. These can conveniently be grouped into four categories: (1) cost (purchase price and
operating costs), (2) warranties, (3) quality (performance and design), and (4) service (support,
financial and delivery terms). Maintenance is part of operating cost which is accounted for in
Stage Two. Quality, services, warranties, and purchase price are the relevant factors in vendor
selection. Purchase price has also played a role in the economic decision to determine the
viability of each robot. Here, prices are used to compare vendors and rank robots accordingly.
Therefore, for each vendor we rank the relevant robots on the basis of purchase price and the
other three criteria (quality, warranties, services) and choose the most favorable vendor/robot
combination.

THE KNOWLEDGE-BASED SYSTEM

We implemented the prototype knowledge-based system using the CLIPS expert system tool
[12]. CLIPS is a forward-chaining rule-based language that resembles OPS5 and ART, two other
widely known expert system tools [5]. Developed by NASA, CLIPS has shown an increasing
popularity and acceptance by end users [10]. The two main components of this prototype, the
knowledge base and the database, are discussed below.
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The Knowledge Base

The primary focus of the selection model is the task characteristics, since it is these
characteristics that determine what type of robot is needed. This emphasis is reflected in the
knowledge base (KB) (or rule base) which captures the knowledge about different task
requirements that are needed to justify the use of robots or humans and to specify a particular
matching robot or robots. Thus, given certain task characteristics or requirements, the expert
system will specify the most suitable robot configurations for performing the task.

The KB also includes knowledge about robot costs and how to manipulate these costs to justify
(economically) the use of the respective robots and rank those robots that are considered
justifiable. Thus, given operating and purchase costs for each robot, the expert system ranks them
on the combined cost criterion. Finally, the KB also includes knowledge to help vendor selection.
Subjective multiple criteria are used to compare vendors with associated robots of interest.

As a rule-based shell, CLIPS stores the knowledge in rules, which are logic-based structures, as
shown in Figure 2. Figure 3 is a natural English counterpart of the rule in Figure 2.

;Rule No 29.
(Defrule find-robots-3rd-pass  “Technical Features”
     ?f <- (robot-2 ?robot)
          (Features (Accuracy ?v11)
                  (Repeat ?v12)
                  (Velocity ?v13)
                  (Payload ?v14)
          )
          (Robot    (ID ?robot)
                  (Accuracy ?v21&:(<= ?v21 ?v11))
                  (Repeat ?v22&:(<= ?v22 ?v12))
                  (Velocity ?v23&:(<= ?v23 ?v13))
                  (Payload ?v24&:(<= ?v24 ?v14))
          )
          =>
          (retract ?f)
          (assert (robot-3 ?robot)
)

Figure 2. Example Rule in CLIPS

Rule No 29: Finds robots matching given technical
                 features.

IF       There is a robot for the application with the
         required grippers,

AND      This robot meets (at a minimum) the following
         technical features: Accuracy, Repeatability,
         Velocity, and Payload as specified by user

THEN     Add this robot to the set of currently feasible
         robots.

Figure 3. Example Rule in Natural English
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The Database

The database is a critical resource for the ES; all details for robot configurations are contained in
the database. The type of information stored for each robot includes:

• Robot class or model
• Performance characteristics
• Physical attributes
• Power characteristics

A full-fledged system would include the following additional information to permit proper
comparisons among competing robots.

• Environment requirements
• General characteristics
• Operating costs

Figure 4 shows the information stored in the database for a typical robot using CLIPS syntax. As
the figure indicates, each robot has a set of physical and performance characteristics (e.g., type of
end effectors, number of axes, repeatability, etc.) and a set of application tasks within its capabil-
ity. All of this information (and more) is supplied by robot vendors.

(Robot (ID RT001)
        (Control S2)
        (Power E)
        (Axes 6)
        (Accuracy .2)
        (Repeat .05)
        (Velocity 145)
        (Payload 6)
        (Effectors adjust-jaw)
        (Jobs ML PT SA EA IN)
        (Vendor “IBM Corp.”)
)

(Vendor (ID VD001)
         (Name “IBM Corp.”)
         (Robot-Info RT001 28500)
            (Service .95)
            (Warranty .8)
            (Quality .83)
)

Figure 4. “Facts” Stored as Frames in a CLIPS Database

Also contained in the database are vendor attributes such as service record, warranties, quality,
robots carried and purchase prices (see Figure 3). The first three attributes are represented in the
database by subjective scores (ratings), on a scale of 0 to 10. A “0” may indicate, for example, an
F rating, “10” an A++ rating. This information could come from industry analysts and experts in
the robotics industry.
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Illustration

In this section we shall provide the results of a consultation with the prototype expert system
using actual robotics data obtained from Fisher [4]. The first step in Stage One is to describe the
application. For lack of space, we skip the dialogue that allows the decision maker to describe the
task and its suitability for robots or human workers. On the basis of the information provided in
that dialogue advice will be given as to the choice between a robot solution or human workers for
the task.

Next, in Stage Two, economic analysis is performed, using information elicited through a similar
dialogue as in Stage one, to determine the economic merit of each robot passing the technical
test. This involves calculating a net present value (NPV) for the net incremental benefits
resulting from employing robotics in the task under consideration. The NPV is then compared to
the net cost (price plus operating cost) of each robot, and only robots whose net cost is less than
or equal to the NPV are chosen. If no robot is found to meet this test, the system offers two
reasons for the failure:

1. that the task is not worth the required investments in robots, or
2. that the database includes insufficient number of robots.

In the last stage, Stage Three, the system elicits subjective input from the decision maker
regarding the importance of vendor attributes, such as service or warranties. Again, the rating is
on a scale of 0 to 10; “0” indicates unimportant and “10” maximally important. This information
is then used to compute a subjective score for each vendor, by weighting the analyst’s ratings of
each vendor with the input from the decision maker. Now, robots can be ranked by both price
and vendor weighted score. Figure 5 shows the final results of this consultation.

   Indicate the importance of each of the following,
    on a scale from 0 to 10:
     1. Vendor service quality :7
     2. Vendor warranties :8
     3. Product quality :9
     4. Price :6
   .....
   Rank by Subjective score (S) or by Price (P)? p

   Robot Index    Vendor Name             Price    Score
   -----------    -----------             -----    ----
   RT005          ASEA, Inc.              $60000    17
   RT007          Bendix                  $70000    13
   RT011          Cincinnati Milacron     $90000    17
   RT006          Automatix, Inc.         $95000    18
   RT008          Bendix                  $95000    13
   RT016          Kuka                   $125000    13

   The net present value of cashflows:   $129036.6

Figure 5. Subjective Values and Final Results
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LIMITATIONS AND EXTENSIONS

The description of the task as allowed by the current prototype provides only a broad definition
of the nature of the task to be performed; it does not provide specific details or “tolerances.” For
example, to increase the chances of a match, the user may be tempted to supply larger (less
tighter) values for positional accuracy and repeatability. However, this may result in a large
number of robots being selected and the prototype system allows ranking only through price and
vendor attributes. To rank robots for each and every attribute, however, would probably be both
unwieldy and unrealistic.

Moreover, a knowledge-based robot selection system should provide a friendly interface that
allows the decision maker to input English phrases to describe a particular application; the
system would then use the task definition thus provided by the user to suggest applicable
robot(s). Therefore, the crucial task of the knowledge-based system would be to make sense out
of the English phrases supplied by the decision maker to describe the task. This implies that the
knowledge-based system would have to have some natural language processing capability to
properly associate the task description with meanings represented in the knowledge base. This,
then, would pave the way for processing the applicable knowledge to reach a choice of a set of
robots.

Additionally, as mentioned earlier, the database component of the expert system needs to store a
wealth of information about a wide range of robots and vendors. This information can be not
only very detailed, but volatile as well, as the robot technology advances and as competition
among vendor produces changes in vendor profiles. What all this amounts to is that the expert
system needs to be able to survive the test of time and handle this voluminous data in a graceful
manner. Current expert systems exhibit elementary data management capabilities which are
inadequate for this inherently complex database. As Jarke and Vassiliou [7] indicate, a
generalized Database Management System (DBMS) integrated in the ES may be necessary to
deal with this database effectively. These authors sketch out four ways to extend expert systems
with DBMS capabilities, not all of which are relevant in any given circumstances.

CONCLUSION

We presented in this paper a robot selection model based on a three-stage selection process; each
stage feeds its output into the next stage until a final robot/vendor combination is selected. We
implemented this model in a prototype knowledge-based system using the CLIPS expert system
language. The prototype indicated that a full fledged expert system will be practical and can be
extremely useful in providing a consistent and credible robot selection approach.

Further work is needed to improve the granularity and natural language processing capability of
the system. Also needed is research into possibilities of extending the database management
capabilities of the robot selection system by coupling it with a database management system.
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ABSTRACT

The growing demand for intelligent information systems requires closer coupling of rule-based
reasoning engines, such as CLIPS, with advanced Data Base Management Systems (DBMS). For
instance, several commercial DBMSs now support the notion of triggers that monitor events and
transactions occurring in the database and fire induced actions, which perform a variety of
critical functions, including safeguarding the integrity of data, monitoring access, and recording
volatile information needed by administrators, analysts and expert systems to perform assorted
tasks; examples of these tasks include security enforcement, market studies, knowledge
discovery and link analysis. At UCLA, we designed and implemented the Event Pattern
Language (EPL) which is capable of detecting and acting upon complex patterns of events which
are temporally related to each other. For instance, a plant manager should be notified when a
certain pattern of overheating repeats itself over time in a chemical process;  likewise,  proper
notification is required when a suspicious sequence of bank transactions is executed within a
certain time limit.

The EPL prototype is built in CLIPS to operate on top of Sybase, a commercial relational
DBMS, where actions can be triggered by events such as simple database updates, insertions and
deletions. The rule-based syntax of EPL allows the sequences of goals in  rules to be interpreted
as sequences of temporal events; each goal can correspond to either (i) a simple event, or (ii) a
(possibly negated) event/condition predicate, or (iii) a complex event defined as the disjunction
and repetition of other events. Various extensions have been added to CLIPS in order to tailor the
interface with Sybase and its open client/server architecture.

INTRODUCTION

A growing demand for information systems that support enterprise integration, scientific and
multimedia applications has produced a need for more advanced database systems and
environments. In particular, active rule-based environments are needed to support operations
such as data acquisition, validation, ingestion, distribution, auditing and management —both for
raw data and derivative products. The commercial DBMS world has sensed this trend and the
more aggressive vendors are moving to provide useful extensions such as triggers and open
servers. These extensions, however, remain limited with respect to functionality, usability and
portability; thus, there remains a need for an enterprise to procure a database environment that is
(1) more complete and powerful, and thus supports those facilities not provided by vendors, and
(2) is more independent from specific vendor products and their releases and helps the enterprise
to manage their IMS and cope with multiple vendors, data heterogeneity and distribution.

A particularly severe drawback of current DBMS is their inability of detecting patterns of events,
where an event is any of the possible database operation allowed by the system; typically they
are: insertion, deletion and updating. Depending on the application, sequences of events

1 This work was done under contract with Hughes Aircraft Corporation, Los Angeles, California.
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temporally related to each other, might be of interest for the user. In addition to basic database
events, management of long transactions and deferred actions may be involved in such patterns.
Practical examples of such meaningful patterns of events are:

• Temperature which goes down for three consecutive days;

• 2 day delayed deposit for out-of-state checks;

• 30 days of inactivity on a bank account;

• IBM shares increased value consecutively within the last week;

• Big withdrawal from a certain account followed by a deposit for the same amount on
another account.

These and similar situations may require either a certain action to take place (e.g.: buy IBM
shares) or a warning message to be issued (e.g.: huge transfer of money is taking place.) EPL
gives the user the ability to handle such situations.

The purpose of this paper is to propose a rule-based language and system architecture for data
ingestion. The first part of this paper describes the language, then the system architecture is
discussed.

EPL DESCRIPTION

An EPL program consists of several named modules; modules can be compiled, and enabled
independently. The head of each such module defines an universe of basic events of interest,
which will be monitored by the EPL module. The basic events being monitored can be of the
following three types:

insert(Rname), delete(Rname), update(Rname)

where Rname is the name of a database relation.

A module body consists of one or more rules having the basic form:

event-condition-list
 →
action-list

The left hand side of the rule describes a certain pattern of events. When such a pattern
successfully matches with events taking place in the database the set of actions listed in the right
hand side are executed.

For instance, assume that we have a database relation describing bank accounts whose schema is:
ACC(Accno,Balance). We want to monitor the deposits of funds in excess of more than
$100,000 into account 00201. In EPL, this can be done as follows:

begin AccountMonitor
monitor update(ACC), delete(ACC), insert(ACC);

update(ACC(X)),
X.old_Accno = 00201,
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X.new_Accno = 00201,
X.old_Balance - X.new_Balance > 100000
 ->
write( "suspect withdraw at %s", X.evtime)

end AccontMonitor.

The lines “begin AccountMonitor” and “end AccountMonitor” delimit the module. Several rules
may be defined within a module (also refereed as “monitor”.) The second line in the example
define the universe for the module, in this case any update, delete and insert on the ACC table
will be monitored by this module. Then the rule definition comes. Basically this rule will be fired
by an update on the ACC table, The variable X denotes the tuple being updated. The EPL system
makes available to the programmer both the new and the old attribute values of X, these are
respectively refereed by means of prefixes “new_” and “old_”. An additional attribute, namely
“evtime”, is available. This contains the time when the specific event occurred.

In the previous rule, the event-condition list consists of one event and three conditions. The
action list contains a single write statements. In general one or more actions are allowed, these
actions are printing statements, execution of SQL statements, and operating system calls.

The previous rule can also be written in a form that combines an event and its qualifying
conditions, that is:

update(ACC(X),
X.old_Accno = 00201,
X.new_Accno = 00201,
X.old_Balance - X.new_balance > 100000)

 ->
write("suspect withdraw at %s", X.evtime)

In this second version, the extent of parentheses stresses the fact that conditions can be viewed as
part of the qualification of an event. A basic event followed by some conditions will be called a
qualified event.

The primitives to monitor sequences of events provided by EPL are significantly more powerful
than those provided by current database systems. Thus, monitoring transfers from account 00201
to another account, say 00222, can be expressed in a EPL module as follows:

update(ACC(X), X.old_Accno = 00201,
 X.old_Balance - X.new_Balance > 100000)

update(ACC (Y), Y.old_Accno = 00222,
X.old_Balance - X.new_Balance = Y.new_Balance - Y.old_Balance)

 ->
write("suspect transfer")

Thus, the succession of two events, one taking a sum of money larger than $100.000 out of
account 00201 and the other depositing the same sum into 00222, triggers the printing of a
warning message.

For this two-event rule to fire, the deposit event must follow immediately the withdraw event.
(Using the concept of composite events described later, it will also be possible to specify events
that need not immediately follow each other.)

The notion of immediate following is defined with respect to the universe of events being
monitored in the module. Monitored events are arranged in a temporal sequence (a history). The
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notion of universe is also needed to define the negation of b, written !b, where b stands for a
basic event pattern. An event e1 satisfies !b if e1 satisfies some  basic event that is not b.

We now turn to the second kind of event patterns supported by EPL: clock events . Each clock
event is viewed as occurring immediately following the event with the time-stamp closest to it.
But  a clock event occurring at the same time as a basic event is considered to follow that basic
event. For example, say that our bank make funds available only after two days from the deposit
of a check. This might be accomplished as follows:

insert( deposit( Y), Y.type = "check"),
clock( Y.evtime + 2D)
 ->

action to update balance ...
write( "credit %d to account # %d", Y.amount, Y.account).

In this rule the “clock” event makes the rule waiting for two days after the check deposit took
place.

The EPL system assumes that there is some internal representation of time, and makes available
to the user a way to represent constant values expressing time. In particular, any constant number
can be followed by one of the following characters: 'S', 'M', 'H', 'D', which stand, respectively, for
seconds, minutes, hours and days. In the previous example the constant 2D stands for two days.
A value for time is built as the sum of functions that map days, hours, minutes and seconds to an
internal representation. Thus 2D+24H+61M will map to the same value of time as 3D+1H+1M.
Thus, EPL rules are not dependent on the internal clock representation chosen by the system.
Observe that a clock can only take a constant argument —i.e., a constant, or an expression which
evaluates to a constant of type time.

Patterns specifying (i) basic events, (ii) qualified events, (iii) the negations of these, and (iv)
clock events are called simple event patterns. Simple patterns can always be decided being true
or false on the basis of a single event. Composite event patterns are instead those that can be only
satisfied by two or more events. Composite event patterns are inductively defined as follows. Let
{p1, p2, ..., pn}, n>1 be event patterns (either composite or simple.) Then the following are also
composite event patterns:

1. (p1, p2, ..., pn) : a sequence consisting of p1, immediately followed by p2, ..., immediately
followed by pn.

2. n:p1 : a sequence of n>0 consecutive p1's.

3. *:p1 : a sequence of zero or more consecutive p1's.

4. [p1, p2, ..., pn] : (p1, *:!p2, p2, ..., *:!pn, pn).

5. {p1, p2, ..., pn} denotes that at least one of the pi must be satisfied for (1 ≤ i ≤ n).

Using the composite patterns we can model complex patterns of events. For instance, we can be
interested to “the first sunny day after at least three consecutive raining days.” Assuming that we
have a “weather” table which is updated every day (the “type” attribute contains the weather type
for the specific day.) Our rule will be:

[ (3:insert( weather(X), X.type = ‘rain’)),
  insert( weather(Y), Y.type = ‘sun’)]
->
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write("hurrah, eventually sun on %d\n", Y.evtime).

This rule fires even though between the three raining days and the sunny one there are days
whose weather type is different from “rain”. In case we are interested to “the first sunny day
immediately following three or more raining days,” we should rewrite the rule as:

 (3:insert( weather(X), X.type = ‘rain’),
  *:insert( weather(Z), Z.type = ‘rain’),
  insert( weather(Y), Y.type = ‘sun’))
->
 write("hurrah, eventually sun on %d\n", Y.evtime).

Note the different use of the relaxed sequence operator “[...]” in the first case and the immediate
sequence one “(...)” in the second rule. By combination of the available composite operators,
EPL can express very complex patterns of events.

EPL ARCHITECTURE

EPL’s architecture combines CLIPS with a DBMS that supports the active rule paradigm. The
current prototype runs on Sybase [3] and Postgres [10] — but porting to other active RDBMS [6,
8] is rather straightforward.

Sybase rule system presents some drawbacks like:

• Only one trigger is allowed on each table for each possible event;

• The trigger fires immediately after the data modification takes place;

• Trigger execution is set oriented, which means the triggers are executed only once
regardless the number of tuples involved in the transaction;

• Only SQL statements are allowed as actions.

EPL tries to both overcome to such limitations and allow the user to model patterns of
meaningful events.

Event Monitoring Mechanism

For each event which needs to be monitored by an EPL rule a trigger and a table (also referred as
Event monitor Relation, ER) have to be created on Sybase. The trigger fires on the event which
can be either an insert, delete or, update. This trigger will copy the modified tuple(s) into the
corresponding ER.

As an example, say that we want to monitor the insertion on the ACC relation previously
defined. As soon as the EPL monitor is loaded into the system the fact (universe acc_mon i acc),
will be asserted into the CLIPS working memory. This new fact triggers a CLIPS rule which
creates a new Sybase relation called “ERacc_ins” having the following schema: (int accno, int
balance, int evtime). Moreover, a Sybase trigger is created by sending the following command
from CLIPS to Sybase:

create trigger ETacc_ins on acc for insert as
begin
  declare @d int
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  select @d = datediff( second, '16:00:00:000 12/31/1969', getdate())
  insert ERacc_ins select distinct *, @d from inserted
end

The event time is computed as the number of seconds since the 4pm of 12/31/1969. This is a
standard way to represent time on UNIX systems. Any ER name starts with the prefix “ER”
followed by both the monitored table name and the type of event. The correspondent trigger has
“ET” as prefix.

As later explained, the module EPL-Querier performs the communication between CLIPS and
Sybase.

EPL rules as finite-state machines

As previously discussed, any EPL rule is modeled by a finite state automaton which is
implemented by a set of CLIPS rules. Transitions between automaton states take place when the
following conditions occur:

• a new incoming event satisfies the current pattern;

• a pending clock request reaches its time;

• a predicate is satisfied.

On a transition the automaton can take one of the following actions:

• Move to the next Acceptance state where it will wait for the next event;

• Move to a Fail state. Here, the automaton instantiation, with relative information, is
removed from the memory;

• Move to a Success state. Here, the actions specified in the right hand side of the rule are
executed.

Each EPL rule is transformed to a set of CLIPS rules which implement its finite state machine.
Several instantiations of the same EPL rule can be active at the same time.

Architecture overview

EPL is basically built on top of CLIPS in two ways: 1) Some new functions, implemented in C,
have been added to CLIPS in order to support EPL; 2) CLIPS programs have been written to
implement the EPL rule execution system. Figure 1 depicts the entire EPL system.

                    EPL

                                                                                 EPL
                         EPL                                      EPL            source
                       Querier                                 Compiler          code

           SQL
         Commands                   SQL Commands               CLIPS rules

    SYBASE                                    CLIPS
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                                     CLIPS
                                     Facts

                         EPL                                      EPL
                       Polling                                   User             User
                                                               Interface
                                          EPL Demons

Figure 1. EPL Architecture

EPL-Compiler is a rule translator, it takes an EPL program as input and produces a set of
CLIPS rules which implement the EPL program. EPL-Polling, at regular intervals, transfers the
ERs from Sybase to the CLIPS working memory. This process requires some data type
conversion in order to accommodate Sybase tuples as CLIPS facts. The EPL-Querier sends
SQL commands to Sybase server when either (1) Sybase triggers or ERs have to be created (or
removed) or when (2) an SQL command is invoked on the action side of an EPL rule. The EPL-
User-Interface accepts commands from the user and produces output to either the screen or a
file. At low level, EPL commands are executed by asserting a fact in the CLIPS working
memory. Such an assertion triggers a rule which executes the desired command. This loose
coupling allows an easy design of the user interface whose only task is to insert a new fact
depending on the user action.

EPL-Demons is a CLIPS program which implements the EPL rule execution system. Basically
this set of CLIPS rules monitors the entire EPL execution. The EPL demons, together with the
CLIPS rules produced by the EPL-compiler, form the entire CLIPS program under normal
execution time. The CLIPS facts on which these rules work are those periodically produced by
the EPL-Polling, and those asserted by the EPL user interface as a consequence of user actions.

CONCLUSIONS

This  document has described the design and the architecture of EPL, a system which provides
sophisticate event pattern monitoring and triggering facilities on top of commercial active
databases, such as SYBASE. EPL implementation is based on CLIPS and the design of an
interface between SYBASE and CLIPS represented one of the most critical tasks in building
EPL. EPL rules are translated into a set of CLIPS rules which implement the finite state machine
needed to execute such EPL rules.

This paper provided an overview of  the language definition and a brief description of the system
implementation neglecting various implementation details for lack of space.

Future work is required to provide language extensions and interfacing with other active database
systems.
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This paper describes a set of extensions to CLIPS that achieve a new level of embeddability with
C++. These extensions are the include construct and the defcontainer construct.

The include construct, (include <c++-header-file.h>), allows C++ functions to be embedded in
both the LHS and RHS of CLIPS rules. The defcontainer construct, (defcontainer <c++-type>),
allows the inference engine to treat C++ class instances as CLIPS deftemplate facts.

The header file in an include construct is precisely the same header file the programmer uses for
his own C++ code, independent of CLIPS. Consequently, existing C++ class libraries may be
transparently imported into CLIPS. These C++ types may use advanced features like inherience,
virtual functions and templates.

The implementation has been tested with several class libraries including Rogue Wave
Software’s Tools.h++, GNU’s libg++, and USL`s C++ Standard Components.
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ABSTRACT

The current DBMSs do not provide a sophisticated environment to develop rule based expert
system applications. Some of the new DBMSs come along with some sort of rule mechanism,
these are active and deductive database systems. However, both of these are not featured enough
to support full implementation based on rules. On the other  hand, current expert system shells do
not provide any link with external databases. That is, all the data are kept into the system
working memory. Such working memory is maintained in main memory. For some applications
the reduced size of the available working memory could represent a constraint for the
development. Typically these are applications which require reasoning on huge amounts of data.
All these data do not fit into the computer main memory. Moreover, in some cases these data can
be already available in some database systems and continuously updated while the expert system
is running.

This paper proposes an architecture which employs knowledge discovering techniques to reduce
the amount of data to be stored in the main memory, in this architecture a standard DBMS is
coupled with a rule-based language. The data are stored into the DBMS. An interface between
the two systems is responsible for inducing knowledge from the set of relations. Such induced
knowledge is then transferred to the rule-based language working memory.

INTRODUCTION

Current trends in database research area are about making smarter and more friendly current
DBMS. Traditionally, a DBMS is mostly a repository of information to be later retrieved by an
ad-hoc query language. If some data are currently unavailable in the system, or the query is not
properly issued, the system can return either an error or a non-answer. This is not really the case
when a specific question is asked to a human expert, in this case the expert digs in his or her
memory looking for an answer, if no proper answer is found the expert perhaps starts looking for
alternative, and approximate, responses. Actually, the expert uses his or her knowledge in a sort
of “cooperative way” trying to make the user as more satisfied as possible. To answer such a
query the expert employs his or her knowledge in a much more productive way than performing
a simple linear scan over the known set of tuples in his or her mind: meta-knowledge was
fruitfully employed in order to formulate the answer.

In an artificial system such meta-knowledge can be known a priori (read: Tied up to the system
at database design time) or induced by an already available set of relations. The purpose of
induced knowledge [3, 15] is to describe the current state of the database by means of sets of
rules; a rule induction algorithm is responsible to discover such induced knowledge. Basically,
induced rules are oriented to summarize the way the different attributes are related to each other.
Artificial reasoning can be built on top of this meta-knowledge.

This paper proposes an architecture which integrates two public domain systems, namely
Postgres and CLIPS, into a unique environment. The proposed architecture offers a shell for
developing expert systems able to work on large amounts of data. Database relations are stored
on Postgres while the artificial expert is implemented on top of CLIPS. The artificial expert can
specialize the rule induction algorithm in order to focus the induction only on the necessary data.
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Postgres comes along with a rule system to implement active database features. By the way,
implementing an expert system using only Postgres has some drawbacks. The Postgres rule
mechanism has been designed for triggering over updates on the database. We always need to
perform a secondary storage update in order to fire a Postgres rule. This can be too expensive in
many cases when a little fact stored in main memory can perform the same task. Moreover, the
rule system in Postgres does not implement all the facilities of a special purpose rule-based
language such CLIPS.

On the other side CLIPS does not provide any access to an external database. This can cause
serious limitations in designing expert systems reasoning on large amounts of data stored on a
database.

CURRENT SYSTEMS

Latest developments in databases are oriented to enrich traditional systems with some sort of
rule-based mechanism. Novel additional features are so added to traditional DBMS by means of
rules. New classes of systems have appeared on the market, they are: Active [6, 7, 14] and
Deductive [8, 10, 11] databases. The following sections give some details about these new
systems. The suitability of those as expert system shell is also investigated. Advantages and
drawbacks for each system are drawn. Also, the limitations of current rule-based languages as
developing shell for expert system oriented to reason on large amounts of data are discussed.

Active Database

More and more active database systems are everyday appearing on the market. The transition of
such system from research stages to the market was fast.  They materialized in systems like
Sybase [7], Postgres [13], Starburst [6], and more. However, the active feature of databases is
still under investigation. Additional research still needs to be done.

The active feature extends the traditional systems with a rule-based mechanism oriented to allow
implementation of demons. The purpose of these demons is basically to overview operations on
the database and, when certain conditions are satisfied, invoke a corrective action over the
database. The system can so be extended with sort of animated entities; data integrity can be
enforced by means of active rules.

Typically an active rule has the following format:

on <event>
if <condition>
then <action>

This rule model is also referred as E-C-A (Event-Condition-Action) rule. Simpler rule model can
utilize an E-A pattern. event is one of the possible operations oriented to tuple handling; typical
events are: insert, delete, update or, retrieve. The specified condition is a condition which
should hold on the data involved in the current event in order to fire the rule. action is the set of
actions that take place when the specified condition is satisfied.

In the following a Postgres rule is reported as example of active rule (copied from [12]):

define rule r1 is
  on replace to EMP.salary
     where current.name = ‘Joe’
  do replace EMP (salary = new.salary)
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     where EMP.name = ‘Sam’

Rule r1 will fire every time the salary of Joe is updated. For such update the salary of Sam will
be set to the same value of the new salary of Joe. In other words, Sam will always get the same
salary of Joe. Note that the inverse is not true, the same rule will not take care to update Joe's
salary when Sam's salary is replaced by some new value.

Evaluation of database active feature is based upon (1) the domains of possible events which can
be monitored; (2) the formalism to specify the condition; (3) the language to execute actions.
Other features, like rule execution model, have also to be considered for a sound evaluation.
Postgres [13], is actually one of the most advanced active databases currently available.

Active database systems present some drawbacks as expert system shells. The most significant
ones are hereafter listed:

• Firing only upon database events, no “Working memory” is available. All the data are
kept in the secondary memory storage. Main memory usage might, in several cases, be
preferable to a secondary memory one.

• The language to specify actions is usually restricted to the database domain. Typical
rule-based languages allow on the right-hand side complex operations (print, while loop,
user inputs, etc.) to be performed.

• Not well defined rule execution model is available.

Other criticisms to these systems are about the rule redundancy required in some cases.  A set of
sort of complementary rules might be defined in order to ensure some data integrity. For
instance, let us suppose we want to make sure that each employee works for one and only one
department. A set of rules needs to be defined in order to enforce this constraint: One will take
care when a new employee is hired, another when the employee is transferred, another when a
department is dropped, and so on. This is not really the case of an equivalent rule-based
implementation where a single rule can handle all the cases. The different behavior between
active DBMS and RBL is actually based on different architectures. In an active database system
the rules are tied up to the database operations, so a trigger must be defined for each possible
operation on the interested data. In a rule-based system, rules are fired straight from the data in
the working memory. The operations which update the data are hidden to the triggered rules.
This model reduces the number of required rules. Moreover, the maintenance cost for a set of
rules is of course higher than the one for a single rule.

The previous considerations should convince the reader that implementing an expert system on
top of an active database is not a straightforward task; they lack the power for that purpose.

Deductive Databases

Another challenging and relatively new research direction in database area is about Deductive
databases. These systems are essentially based on a Prolog-like development language. Some of
these are LDL++ [10], NAIL! [9] and CORAL [11]. Here facts can be either stored on main
memory or secondary memory storage. However, in the author's opinion, deductive databases are
still not at a stable stage. Further investigation needs to be spent on those. This belief is also
enforced from the lack of any commercial deductive database system on the market at the time of
this writing.
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Development of deductive databases raised several both theoretical and practical issues that are
still looking for answers. Research is still in progress in this direction.

Some of the most significant points of deductive systems are:

• Prolog-like rule-based development environment;

• Recursive rule invocation allowed;

• Easily definable virtual relations (views in database jargon);

• Hybrid forward/backward chaining rule execution model. The method chosen depends
on the current task to be performed. It is chosen automatically by the system itself.  The
user does not have any responsibility on that;

• Restricted usage of negation. Only certain classes of negation (namely stratified) are
allowed. Basically, no negation on recursive calls can be used.

• Ability of interfacing with already available DBMSs.

Deductive databases are definitively a proper environment for developing expert reasoning on
large amounts of knowledge. However, as already said, they still need some time before reaching
a steady stage.

Expert System Shells

Somewhat current expert systems shells present the opposite problem of the previously discussed
database systems. In this case all the facts are kept into the system working memory. No
connection with any external storage system is provided. This can be a constraint difficult to be
taken around when huge amount of knowledge is employed as basis for the reasoning. In this
case the main memory cannot be big enough to accommodate this large number of tuples. In
another possible scenario, reasoning has to be developed on data which are already stored on
some database systems. Perhaps these data are still evolving while the artificial reasoning is
performed. The only possible solution to this problem is represented by a periodic transfer of the
new updated data from the database to the expert system shell.

Current solutions to this problem are oriented to create an ad-hoc interface between an expert
system shell and a DBMS. Such solutions are often properly tailored for the application itself.
They do not provide a generic solution to the problem.

KNOWLEDGE INDUCTION ALGORITHM

The process of knowledge induction [2, 15] aims to build useful semantic data starting from the
available relations in a database. In this section, an overview of the knowledge induction
algorithm is given while keeping an eye open on our specific implementation.

Somehow the knowledge induction process aims to “capture” the semantics of the stored data
and model it by means of induced rules. Different forms of rule may exist, we are mainly
interested in rules which correlate two attributes between themselves. The correlation of interest
for us is the definition of a domain for the first attribute which identifies a unique value for the
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second attribute. We are interested to the range form which is: “if x1 ≤ X ≤ x2 then Y = y with
Probability P and Coverage C." The probability value expresses the certainty degree of the
given rule while the coverage refers to the number of tuples used to build such rule. Additional
details can be found in [15], [2] and [3]. Several different forms and attributes can be combined
to express induced rules.

The set of induced rules represents part of the knowledge about the given databases. Storing
these rules most probably requires less space than the corresponding table format. Induced rules
have to change dynamically reflecting the database updates. Every update operation on the
database has to affect the set of induced rules accordingly.

In the proposed system induced rules are stored as CLIPS facts whose form is:

(ik <arg1> <lowerBound> <upperBound> <arg2> <value> <prob> <cover>)

The first atom is to classify the set of facts describing the induced knowledge. The remaining
atoms are the information about the specific induced rule. The set of all these facts forms the
induced knowledge. Semantics of most of the arguments is straightforward. prob is the
probability factor and cover is the number of tuples covered by the rule (look at [1] for a
complete description of these parameters.) For instance, the rule “if 62000 ≤ SALARY ≤ 85000
then TYPE = ‘MANAGER’ with Probability=0.6, Coverage=3” is stored in the following CLIPS
fact:

(ik SALARY 62000 85000 TYPE MANAGER 0.6 3)

As an example, let us suppose to have the following table, namely emp, in our Postgres database:

NAME TYPE SALARY
John STAFF 30000
Mary MANAGER 62000
Eva STAFF 32500
Bob MANAGER 85000
Mark MANAGER 76000
Judy MANAGER 83000
Kia STAFF 56000
Tom MANAGER 50000
Phil STAFF 54000

Table 1. EMP

By applying the induction algorithm on these tuples the set of CLIPS facts will be:

(ik emp.SALARY 62000 85000 emp.TYPE MANAGER 0.8 4)
(ik emp.SALARY 50000 50000 emp.TYPE MANAGER 0.2 1)
(ik emp.SALARY 30000 32500 emp.TYPE STAFF 0.5 2)
(ik emp.SALARY 54000 56000 emp.TYPE STAFF 0.5 2)

The induced rule schema is only a first attempt which is used more as framework for this paper.
A real design should take into more consideration other parameters to be included in the schema.

The induced rules need to be dynamically updated reflecting operations performed over the
database. For instance, let us suppose the following new tuple is inserted into the system:
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Betty  MANAGER  60000

The knowledge base has to be updated to the following set of facts:

(ik emp.SALARY 60000 85000 emp.TYPE MANAGER 0.83 5)
(ik emp.SALARY 50000 50000 emp.TYPE MANAGER 0.16 1)
(ik emp.SALARY 30000 32500 emp.TYPE STAFF 0.5 2)
(ik emp.SALARY 54000 56000 emp.TYPE STAFF 0.5 2)

The new tuple affected the values in the first fact, the lower bound, probability and coverage
values changed accordingly. Similar changes will take place in case of deletion or updating.

PROPOSED SYSTEM OVERVIEW

In the proposed system architecture, Postgres and CLIPS are being integrated. The interface
between them represents the key point for the design. An expert system can be developed on top
of CLIPS. This latter is extended with features to make available summarized data stored in
Postgres. From an expert system shell's point of view the new system can be seen as in the
following figure:

         CLIPS (extended)

               Postgres            User

Postgres presence is actually hidden to the end-user. The application built on top of CLIPS takes
advantage of the meta-knowledge induced from the stored database. The expert system being
developed on CLIPS has to be aware of the following:

• Database schema;

• Database statistics: number of tuples, number of induced rules, rule coverage, popularity,
probability, etc.

CLIPS has to be extended with dedicated constructs to inquire for such information. Depending
on both the database information and the application being implemented, the meta-knowledge
extraction process is properly tailored and executed. From CLIPS several actions can be taken in
order to model the induction algorithm to best fit the current application.

The knowledge induction process executes in a dynamic fashion, that is, once the rule schema
has been defined, any update on the monitored Postgres relations will be reflected on the induced
rules. The rule induction manager then propagates these induced rules to the CLIPS working
memory in the fact form previously discussed. Eventually, these facts trigger some CLIPS rules.

The interface between CLIPS and Postgres then can be defined by the following set of functions
available on the CLIPS side:

• Inquire for the database schema;

• Inquire for database statistics;
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• New rule induction schema definition: R1.X → R2.Y, where R1 and R2 are relations
while X and Y are attributes;

• Modify rule induction parameters (cut-off factor, etc.);

• Retrieve current rule induction schema;

• Remove induced rule;

The system extends the set of built-in CLIPS functions to include these new services.

DESIGN

The system will be presented to the expert system developer as a more featured shell which
includes ability to access summarized data. The key points of all design are essentially the
following:

• Interface between CLIPS and Postgres;

• Induced knowledge management.

The system architecture is the following:

                                Induction
                                 Manager
      DBMS      Postgres                          CLIPS         ES
      User                                                      User

                                                    WM

The Induction Manager is responsible for the communication between CLIPS and Postgres.
CLIPS utilizes services offered by this module to tailor the induction algorithm to its needs.
Responses from Postgres to CLIPS are also passed through the induction manager. The link
between Postgres and WM (the CLIPS working memory) stands for a straight access from
Postgres to CLIPS working memory. That is, once the rule schema has been defined, updates on
Postgres will result in updates on the induced rules. These rules are then written straight to
CLIPS' working memory without requiring the intervention of the induction manager. In other
words, the induction manager can be seen as a set of function to be invoked from CLIPS, while
the link from Postgres to WM represents an asynchronous flow of data toward CLIPS. Once the
rule induction schema has been defined, this flow of data will be dynamically maintained, that is,
any update to any monitored Postgres relation can cause some rule induction instances updates,
these will be promptly propagated to CLIPS through this link. As better explained in the
following, actually the induction manager is scattered between Postgres and CLIPS. Some
Postgres triggers and CLIPS rules (together with some external Postgres procedures) form the
complete block.

The entire system works in a dynamic fashion. That is, at the same time the CLIPS application is
running people can keep on working on Postgres. Postgres updates affect the set of induced rules
on the CLIPS side. Such updates can trigger some CLIPS rules to execution. Under this light the
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entire system can be seen as an extension of the rule-based mechanism of Postgres: Some
Postgres rule activations eventually trigger some CLIPS rules.

CONCLUSIONS

This paper discussed the design of a system where expert shell techniques are combined together
with knowledge discovering techniques. Two public domain systems, namely CLIPS and
Postgres, have been combined into a unique one. Purpose of this design is to provide an expert
system shell with ability to reason over a large amount of data. Current expert system shells lack
the ability of accessing data stored on external devices. On the other side database technology is
not yet well refined to provide a featuring shell to develop expert systems. Proper combinations
of these techniques may lead to interesting results.

The possible applications for such a system are those where reasoning on large volume of data
are required. For instance, think about the complexity of reasoning on the millions of customers
of a phone company or a frequent flyer program, in this case the complexity is due to the
enormous amount of data to reason on.
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ABSTRACT

Automating “paper” workflow processes with electronic forms and email can dramatically
improve the efficiency of those processes. However, applications that involve complex forms
that are used for a variety of purposes or that require numerous and varied approvals often
require additional software tools to ensure that 1) the electronic form is correctly and completely
filled out, and 2) the form is routed to the proper individuals and organizations for approval. The
Prototype Electronic Purchase Request (PEPR) system, which has been in pilot use at NASA
Ames Research Center since December 1993, seamlessly links a commercial electronic forms
package and a CLIPS-based knowledge system that first ensures that electronic forms are correct
and complete, and then generates an “electronic routing slip” that is used to route the form to the
people who must sign it. The PEPR validation module is context-sensitive, and can apply
different validation rules at each step in the approval process. The PEPR system is form-
independent, and has been applied to several different types of forms. The system employs a
version of CLIPS that has been extended to support AppleScript, a recently-released scripting
language for the Macintosh. This “scriptability” provides both a transparent, flexible interface
between the two programs and a means by which a single copy of the knowledge base can be
utilized by numerous remote users.

INTRODUCTION

The Procurement Division at NASA Ames Research Center processes up to twenty thousand
purchase requests (PRs) every year. These PRs, which all use a common form, are used to
procure virtually anything used at the Center: computers, hazardous chemicals, office equipment,
scientific instruments, airplane parts, and even funding for external research projects. PRs can be
submitted by any civil servant employee at the Center, and must be approved by anywhere from
three to twenty different individuals and offices. The average time required to submit a PR and
obtain the necessary approvers’ signatures is eighteen business days. Worse yet, approximately
half of the PRs that are submitted are either incorrectly filled out, lack some required additional
paperwork, or are routed to the wrong group for approval and must be returned to the originator.
This not only delays procurement of the requested items but also burdens the system with a
significant amount of paper flowing in the “wrong direction”. In addition, the paper system lacks
any mechanism for tracking a submitted PR, so people who originate these purchase requests
often try to track them manually by picking up the telephone and calling around until they find
where the PR is in the approval process. This, along with the numerous “walk-though” PRs,
contribute significantly to the delays involved in processing the requests.
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In 1991, the AI Research Branch at NASA Ames undertook a “weekends and evenings” effort to
see whether a knowledge-based system, in conjunction with other advanced computing tools,
could help expedite the process by which purchase requests are submitted, routed, and approved.
The resulting system, called the Prototype Electronic Purchase Request system (PEPR),
combines a commercial electronic forms package with a knowledge-based system that both
ensures that the submitted forms are correct and complete, and generates an electronic “routing
slip”, based on the content of various fields on the form, that reflects the approvals that particular
PR requires. The PEPR system currently operates in a Macintosh environment and takes
advantage of several new collaborative features of the latest release of the Macintosh OS,
including digital signatures and “OS-level” electronic mail.

The system is now being used by several different groups at Ames to process a particular class of
PR, namely those that apply to the funding of external research at colleges and universities.
Initial results indicate that the system can dramatically reduce the time required to originate and
process PRs and their supporting paperwork by ensuring that PRs entering the system are error-
free and automatically routing them to the proper individuals. The system also provides a
tracking capability by which the originator of a PR can query the system about the status of a
particular PR and find out exactly where it is in the approval process.

Figure 1. An Example Purchase Request

Figure 1 shows an example PR. Because of its size and complexity, we have focused on the
Ames Purchase Request form for the development of the PEPR system. However, our
implementation is largely form-independent, and can be applied to other forms that require
“complex routing”. We have also applied the PEPR system to approximately six other types of
forms and are actively pursuing other potential applications of the system both inside and outside
of NASA Ames.
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WHY AI?

The knowledge-based component of the PEPR system utilizes a fairly straightforward rule- and
object-based mechanism to provide its validation and routing capabilities (although we are
investigating machine learning techniques to ease the knowledge-acquisition problem -- see the
section entitled Future Plans, below). There are two main reasons that a knowledge-based
approach is appropriate to the problem of validation and routing of electronic forms.

First, the knowledge required to ensure the PR’s correctness and completeness is quite diverse
and very widely distributed among the various groups at Ames. Different validation “rules” come
into play depending on what items or services are being ordered and what offices are required to
approve a particular purchase. Early on in the project it became clear that these validation rules
would have to be acquired and revised incrementally. In addition, the fact that different
validation rules come into play at different stages of the approval cycle meant that the validation
mechanism had to be both “item-sensitive” and “context-sensitive”. By adopting a rule-based
approach, we were able to design and implement a general mechanism for applying validation
rules of varying complexity and then add and/or refine form-specific validation rules as they
were discovered.

Second, the knowledge that we required to generate a correct “approval path” for a particular PR
was not well-defined and distributed among a wide variety of people. We also recognized that in
order to guarantee that the system would always generate a correct set of approvers, we would
need to be able to incrementally add routing knowledge as “holes” in the existing routing
knowledge became apparent. The inherent separation of “inference engine” and “knowledge
base” in rule-based systems offered a clear advantage over a conventional procedural approach.

WHY CLIPS?

We decided to use the CLIPS shell to implement the knowledge-based portion of the PEPR
system for a variety of reasons. First, the data-driven nature of forms processing seemed to
suggest that a forward-chaining inference engine would be appropriate. Second, CLIPS runs in a
Macintosh environment, which is the platform of choice among our targeted pilot users. Third,
the availability of CLIPS source code meant that we could tailor it to our specific needs (see [2]
for a more detailed description of the modifications we made to CLIPS). Several other projects
within our branch had successfully applied CLIPS to a variety of problems, so there was a fair
amount of local expertise in its use. Also, the fact that it is available to government projects at no
cost made it particularly appealing.

KEY DESIGN REQUIREMENTS

To evaluate the suitability of a knowledge-based system in an automated workflow environment,
it was of course necessary to provide other components of the workflow system. As a result,
certain design issues and requirements were identified early in the project. The following
represent key assumptions and design desiderata that probably apply to any automated workflow
system:

• Familiar user interface: The electronic version of the form had to look very much like
the paper form with which the users were already familiar. Also, the electronic form
needed to perform the rudimentary operations that users have come to expect from any
automated application (printing support, automatic calculation of numeric fields, etc.)

• Reliable data transport mechanism: In order to get the forms from user to user, the
system had to utilize an easy-to-use and reliable electronic mail system.
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• User authentication: Once users are expected to receive and process sensitive data
electronically, they must be assured that the people who sent the data are who they claim
to be. Therefore, our system needed to ensure authentication of its users.

• Data integrity assurance: Likewise, the users needed to be sure that the data they
received had not been altered, either accidentally or intentionally, while in transit.

• Seamless integration: We wanted the operation of the knowledge-based component of
the system to be completely invisible from the user and have its output appear as data on
the form.

• Tracking capability: Enabling a user to determine where in the process a particular
form is at any particular moment, without having to bother other users, is very important
to the acceptance of an automated workflow system. We wanted our users to be able to
determine the status of their submitted forms automatically.

Of course, we did not want to have to develop all of the mechanisms required to meet these key
needs. Thankfully, most of the requirements described above had been provided by recently-
released commercial products. Therefore, our goal in the development of the PEPR system was
to make use of commercially-available technology to fulfill these requirements whenever
possible, and to integrate the various software components as cleanly as possible. While this
approach required us to make use of pre-release versions of some software components of the
system (with many of the frustrations inherent in “beta testing”), it enabled us to focus on the
development and integration of the knowledge-based component and also led to mutually
beneficial relationships with the vendors whose products we utilized.

SYSTEM COMPONENTS

Because of the workflow-enabling capabilities of the latest release of the operating system, the
availability of workflow-related products, and the relative popularity of the platform at Ames, we
chose to implement the first version of the PEPR system on the Apple Macintosh. The PEPR
system is comprised of several commercial software tools:

• Expert System Shell: As described above, we selected CLIPS with which to implement
the knowledge-based portion of the PEPR system.

• Electronic Forms Package: The Informed™ package from Shana Corporation is used
to produce high-fidelity electronic forms. This package is comprised of the Informed
Designer™ program, which permits a forms designer to define the layout and
functionality of the form, and the Informed Manager™ program which permits filling
out the form by end-users.

• Scripting Language: The various software modules that comprise the PEPR system
share data by means of AppleScript™, a scripting language for the Macintosh that
allows the programs to interact with each other and share data, even across an AppleTalk
network.

• DBMS: The PEPR system currently utilizes 4th Dimension™, a “scriptable” data base
management system from ACIUS, to hold data associated with the routing and tracking
of forms as they are sent from user to user.

These applications all operate together under version 7.1.1 of the Macintosh operating system
(also known as “System 7 Pro”) which provides system-level capability for electronic mail,
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digital signatures (for user authentication and data integrity assurance) as components of Apple’s
PowerTalk™ software product. The PowerShare™ system, which provides the store-and-
forward mail service and user catalog support, operates on a centrally-located server system and
supports all client users.

Each user of the system is required only to be running System 7 Pro and the Informed Manager
application. CLIPS and 4th Dimension reside on a central “server” and can be accessed remotely
by all users.

KNOWLEDGE BASE STRUCTURE

The PEPR knowledge base is comprised of four main modules; the Validator, the Classifier, the
Approval-path Generator, and the Organization “data base”. In addition, each form that the PEPR
system supports has its own set of form-specific validation rules that are loaded dynamically as
the form is processed.

• Validator: The PEPR validator is responsible for ensuring that the various fields on the
form are correct and complete. The validation rules are represented as CLIPS classes,
and are organized hierarchically with their own “apply” methods. Actual form-specific
validation rules are represented as instances of these classes and are loaded dynamically
from disk files when a particular form type is to be validated. If a validation rule is
violated, the validator creates an instance of an error object with a suitable error message
that eventually gets returned to a field on the form.

• Classifier: If the validator finds no errors on the form, the Classifier is invoked. The
Classifier uses the contents of specific fields on the form to construct hypotheses about
potential categories to which the specific form might belong. The Classifier loads a
group of form-specific “clues” that are comprised of a text string, a field name, a
classification category, and a certainty factor. These clues are evaluated in turn; if the
clue’s text string is found within the associated field, then membership in the given
category is established with the given certainty factor. These certainty factors can be
positive or negative, and are combined using the CF calculus defined by Shortliffe et al
for the MYCIN system. If the resulting certainty associated with a certain hypothesis
exceeds a threshold value, then the form is said to belong to that category.

• Approval-path Generator: Once all of the applicable categories for a given PR have
been determined, the approval-path generator looks at specific fields on the form and
determines the originating organization. It then loads the form-specific routing rules, and
determines both the “management” approvals that are required (which depend upon the
originating organization and, often, the total dollar amount associated with the PR) and
the “special” approvals that are required (which are dependent on the classification
categories to which the PR was assigned). These approvals are represented as the various
organizations that must approve the form. The approval-path generator then looks up the
“primary contact” for each of these organizations in the “organization data base” and
inserts that person’s name in the forms electronic “routing slip”. (Note that by updating
the “primary contact” for an organization periodically allows forms to be routed to
designated alternates should the real primary person be on vacation or otherwise
unavailable).

• Organization Data Base: This portion of the knowledge base contains CLIPS objects
that correspond to the various managerial groups and hierarchies at Ames, and is used to
help generate approval paths, as described above. (Of course, this module is currently a
very good candidate for re-implementation in some other format as an external data base,
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and the PEPR team is currently negotiating with other Ames groups who maintain
similar data bases for other purposes).

DEVELOPMENT HISTORY

The PEPR system has been under development on a part-time basis for the past three years.
Since then, the system has undergone various changes, both in its architecture and functionality.
In Early 1991, work began in investigating the problems associated with the procurement process
and the potential applicability of software tools to help address those problems. The team
identified a useful sub-class of purchase requests on which to begin work, namely those PRs
associated with the funding of research at external universities (this sub-class had the advantages
of being reasonably straightforward with respect to the routing required and of providing an
immediate near-term benefit -- the AI Research Branch submits a substantial number of these
PRs and would therefore be in a good position to evaluate the utility of such a system). In June of
1991, the forms required to support university grants were distributed to a small number of users.
These forms included only the evaluation forms (not the PR), and did not utilize the knowledge-
based component. Early in 1992, the electronic forms were re-implemented in Informed, which
proved to be a superior forms package to the that which had been used previously. These forms
(except the PR) were given to numerous users around the Center, and were well-received. The
knowledge-based validator, although working, was not deployed to end-users because we lacked
a mechanism to efficiently share data between the form and the knowledge system. By the fall of
1992, we had initial versions of both the validator and the approval-path generator working, but
they were only usable as a demonstration because they were not well-enough integrated with the
forms system to be given to end-users. This “integration” was by means of a popular keyboard-
macro package that allowed the two applications to clumsily share data via a disk file. However,
this approach had two serious drawbacks. First, the keyboard macro package merely simulated
the manipulation of the user interface, and so the user would have been subjected to a very
distracting flurry of dialog boxes and simulated mouse-clicks. Second (and more importantly),
that integration required that both the forms package and the knowledge base be running on the
user’s machine. That was an unacceptable limitation and would have undoubtedly “turned off”
more users that it would have helped. We were, however, able to give the end-users electronic
versions of the grant evaluation forms, which were somewhat helpful to the more experienced
users even without the knowledge-based components. In early 1993, the team signed on as pre-
release users of AppleScript, and modified the CLIPS shell to be “scriptable”. This not only
enabled a more “seamless” and less distracting integration between the forms package and the
knowledge base, but more importantly it enabled us to set up a single copy of the knowledge
system on a central server and permit users to access it over the network. By the summer of
1993, we became pre-release users of the new operating system software (part of the Apple Open
Collaboration Environment) that provided support for digital signatures, system-level electronic
mail, and other workflow-facilitating features. With these new features came the ability not only
to give real users access to the knowledge base validation and routing capability, but also the
data integrity assurance that would be required to support electronic submission of the sensitive
data contained on financial instruments such as a purchase request form.

In December 1993, the PEPR system “went live”, and is now in daily use within the Aerospace
Systems Directorate at Ames for the electronic submission, approval, and routing of purchase
requests and university grant evaluation forms. The system is even being used to electronically
send grant award forms to selected universities, something that had previously been done
manually by the University Affairs Office at Ames.
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FUTURE PLANS

The PEPR team is currently supporting the University Grant pilot testers, and is in the process of
making small refinements to the system as the users report problems and suggest improvements.
In the coming months, we expect to be able to expand both the user base of the system and the
scope of the purchase requests to which it is applied. We are also investigating other related
workflow applications, both within Ames and at other government laboratories and within
industry.

The PEPR team is also working very closely with researchers at Washington State University
who are applying machine learning techniques to electronic forms. Our hope is that as our data
base of “correct and complete” forms grows, we will be able to utilize these techniques to
automatically generate new validation and routing rules.
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ABSTRACT

Transportation network capacity variations arising from accidents, roadway maintenance
activity, and special events, as well as fluctuations in commuters' travel demands complicate
traffic management. Artificial intelligence concepts and expert systems can be useful in framing
policies for incident detection, congestion anticipation, and optimal traffic management. This
paper examines the applicability of intelligent route guidance and control as decision aids for
traffic management. Basic requirements for managing traffic are reviewed, concepts for studying
traffic flow are introduced, and mathematical models for modeling traffic flow are examined.
Measures for quantifying transportation network performance levels are chosen, and surveillance
and control strategies are evaluated. It can be concluded that automated decision support holds
great promise for aiding the efficient flow of automobile traffic over limited-access roadways,
bridges, and tunnels.

INTRODUCTION

U.S. automobile traffic has been growing by 4 percent a year to its current level of 2 trillion
vehicle-miles, and it is expected to double to 4 trillion vehicle-miles by 2020. According to
Federal Highway Administration, if no significant improvements are made in the highway
system, congestion delays will increase by as much as 400 percent [1]. According to IVHS
America, the annual cost of congestion to the U.S. in lost productivity is estimated at over $100
billion [2]. In many areas there is very little that can be done to increase road capacity. There is
not adequate right-of-way next to existing roads, and in many cases the cost of a new highway is
prohibitively expensive. It is therefore imperative that new ways be sought to make better use of
existing infrastructure.

In 1987 the Federal Highway Administration formed Mobility 2000, a joint effort between the
government, industry and academia. This led to the formation of an organization called the
Intelligent Vehicle Highway Society of America, or IVHS America [1]. IVHS America aims at
improving the level of transportation services that are currently available to the public by
integrated systems of surveillance, communications, computer and control process technologies
[4].

IVHS technologies have been grouped into four generic elements: Advanced Transportation
Management Systems (ATMS), Advanced Driver Information Systems (ADIS), Automated
Vehicle Control (AVC), and Commercial Operations [3]. This paper concentrates on ATMS,
which involves the management of a transportation network. Implementation of such systems
requires development of real-time traffic monitoring and data collection techniques. More
precisely, an Advanced Traffic Management System should have the following characteristics, as
specified by the proceedings of the Mobility 2000 conference [3,4]:

• real time operation
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• responsiveness to changes in traffic flow
• surveillance and detection
• integrated systems
• collaboration of jurisdictions involved
• effective incident control strategies

Effective incident control strategies will be a crucial part of this project. Contrary to widespread
belief, not all congestion is due to rush hour traffic; 56% of costs incurred by congestion are due
to non-recurrent events or incidents. Incidents include vehicle accidents, unfavorable weather
conditions, highway maintenance, and road reconstruction [3]. It is essential to determine the
nature and scope of an incident as quickly as possible. The control center should be informed
about the incident either through the police or other jurisdictional agencies. A more advanced
approach would be visual validation of incidents with the use of camera surveillance systems.
Effective detection and verification of incidents will lead to lower disruption of traffic flow [3].
Drivers could be routed to alternate paths to avoid unnecessary tie-ups and frustration due to long
delays [3].

Traffic control centers would need real-time information about the network condition. An
intelligent vehicle/highway system would have to monitor traffic throughout the day. For the
near future, sensors will include inductive loops buried just below the surface and ultrasonic
sensors mounted overhead. These devices will be able to count the number of vehicles passing a
certain point and will gauge their speed. Another alternative would be for image-processing
computers to extract traffic data from television pictures from cameras on the arterial network.
Recent tests have provided very promising results about the accuracy of inductive loop detectors
[1]. Ultimately, improvement of network surveillance technologies and link-time estimation
techniques will be crucial in the implementation of an intelligent vehicle/highway system [5]. In
the future, vehicles equipped with navigational systems could communicate directly with the
control center, giving information about the drivers' locations, speeds, and destinations.

Advanced Traffic Management Systems will have to be integrated with Advanced Traveler
Information Systems (ATIS) to ensure higher efficiency of the control system. Drivers will be
informed about congestion, roadway conditions, and alternate routes through audio-visual means
in the vehicle and through variable message signs at strategic points of the network. Information
provided might include incident locations, fog or snow on the road, restrictive speeds, and lane
conditions. Two-way real-time communication between vehicles and the control center could be
facilitated by radio communications, cellular systems, and satellite communications [4].

Among the benefits of IVHS will be reduction in traffic congestion, reduction in the number of
accidents , improved transit service, less fuel wasted, and fewer emissions from idling engines
[4]. Fully integrated ATMS/ATIS combinations could reduce congestion in urban areas from 25
to 40%. Unchecked traffic congestion is the largest contributor to poor air quality and wasted
fuel consumption. IVHS will not solve all problems in transportation, but it will increase the
level of services rendered.

FUNDAMENTALS OF TRAFFIC FLOW MODELING

Evaluating traffic performance requires a thorough understanding of traffic flow characteristics
and analytical techniques. The most important macroscopic flow characteristics are flow rate,
density, and speed [7]. The flow rate q past a point is expressed as [8]:

q =
n

T
(1)
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where

q : flow rate past a point
n : number of vehicles passing point in time interval T
T : time interval of observation

It is important to recognize that q  is sensitive to the selected time interval T during which the
measurement began and ended. Whatever the value of T, the most common units for q  are
vehicles/hr.

Density (or concentration) can be expressed as [7,8]:

k =
n

L
(2)

where

k : density
n  : number of vehicles on road
L  : length of road

Density is an instantaneous traffic measurement, and its units are usually vehicles/lane-mile. In
most cases, one mile and a single line of vehicles are considered. Traffic densities vary from zero
to values that represent vehicles that are completely stopped. The upper limit of k  is called the
jam density and is on the order of 185 to 250 vehicles per lane-mile, depending on the length of
the vehicles and the average distance between vehicles.

Speed is another primary flow variable. Space-mean speed is the average speed of the vehicles
obtained by dividing the total distance traveled by total time required, and it is expressed as [8]:

u = ( si

i= 0

n

∑ ) / ( mi

i =0

n

∑ ) (3)

where

u : space-mean speed
si : distance traveled by vehicle i on roadway
mi : time spent by vehicle i on roadway

A very important relationship exists between the three fundamental stream flow variables that
have been defined above. This flow relationship is [7]:

q = ku (4)

A linear speed-density relation has been assumed to simplify the presentation. The relation can
be expressed as [7]:

u = uf −
uf

kj

 
 

 
 k (5)
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This relationship indicates that as speed approaches free flow, speed density and flow approach
zero. An increase in density causes a decrease in speed until flow is maximized at qm  and speed
and density reach their optimum values (uo ,ko ). Further increases in density cause density to
reach its maximum value (k j ) and speed and flow to approach zero [7]. A relationship between
flow and density can be obtained by substituting equation (5) into (4). This yields [7]:

q = ufk −
uf

kj

 
 

 
 k2 (6)

Under low-density conditions, flow approaches zero and speed approaches free-flow speed (uf ).
At optimum density, flow is maximized, and speed attains an optimum value. Maximizing the
objective function (6) by setting its derivative equal to zero (dq / dk = 0 ), we find that optimum
density occurs at half the jam density (ko = kj / 2). This is true only for a linear speed density
relationship, but the same reasoning can be applied to other non-linear relationships [7].

The optimum speed is half the free flow speed (uo = uf / 2 ). Because qm = kouo , it is evident that
qm = ufkj / 4. Once again, it is important to remember that these values are only true for a linear
speed-density relation [7]. The flow-density relationship often serves as a basis for highway
control. Density is used as the control parameter, and flow is the objective function. At low
densities, demand is being satisfied and level of service is satisfactory, but as density increases
control is needed to keep densities below or near the optimum density value [7]. Other models
have been proposed by transportation planners. This is an optimization problem with traffic flow
as the objective function and traffic density as the control parameter. The technology to measure
traffic density exists, and its knowledge can help us estimate traffic flow, average speed, travel
time, and level of service.

ASSUMPTIONS OF SURVEILLANCE AND CONTROL PROCEDURES

Every morning there is a large pool of people west of the Hudson river who want to cross it.
Every member of this group of "intelligent agents" is part of a continuously changing
environment, holding an individual behavioral response to the evolution of the dynamic system.

It has been observed that commuters usually choose the route with the shortest travel time.
Consequently, drivers tend to divide themselves between two routes in such a way that the travel
times between them are identical. Finally, an equilibrium point is reached in which commuters
do not have much choice between two routes since the user cost (travel time) of traversing the
two links has stabilized [8].

In many cases, an incident can disturb the user equilibrium. In such instances transportation
planners can help establish a new equilibrium where no route is underutilized. By dispensing
traffic advisories to the right people, one can be assured that misallocation of transportation
resources can be avoided. Computer simulations have proven that the use of route guidance
systems can reduce travel time to all drivers by up to 20% [9]. Route guidance was found to be
more helpful as the duration of incidents increased, in which cases more drivers had to be routed
to achieve an optimal traffic assignment [9]. A corresponding surveillance procedure is
illustrated in Figure 1.

In selecting between alternate routes, a user-optimal system chooses a route that minimizes the
travel time of the individual driver. However, a system-optimal system selects a set of routes that
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minimizes the overall travel time of all drivers [11]. Routing decisions should not be made
independently because every decision effects the whole network: if many drivers choose a
certain route at the same time, that route may become congested and non-optimal [10].

Measure
•TrafficDensity

Calculate
• Traffic Flow
• Average Speed
• Travel Time
• Level of Service

Figure 1. Proposed Surveillance Procedure.

A DECLARATIVE FRAMEWORK FOR TRAFFIC CONTROL

Traffic control can be partitioned into reflexive, procedural, and declarative functions. Reflexive
functions operate at the subconscious level of human thought; they are instantaneous reactions to
external stimuli. Procedural actions also operate on a subconscious level, but they are more
complex than reflexive functions, following a set of basic rules and actions that represent skilled
behavior. Declarative functions operate at the conscious or preconscious level of thought. On the
conscious level they require attention; on the preconscious level they require intuition and
conceptual formulations. They involve decision making and provide models for system
monitoring, goal planning and system/scenario identification [12,13].

A traffic management system requires goal planning and system monitoring. At every instant, all
alternatives must be considered and decisions must be made through a deductive process [13]. A
declarative model makes such decisions in a process that is similar to human reasoning [6]. All
our knowledge, beliefs, and experience of traffic modeling are placed in a declarative framework
to provide a system that reasons in an intelligent manner.

This paper focuses on declarative traffic controls. Rules that reflect the controllers knowledge of
the response of the control system are established. Programming is implemented as a CLIPS
expert system that supports various programming paradigms. CLIPS was chosen because it can
be easily integrated with C programs. The rule-based programming paradigm is useful in
modeling traffic incidents. In procedural programming, the order in which all the commands are
executed is pre-specified. In reality, traffic incidents are often unpredictable. By establishing the
appropriate heuristics and rules, the system becomes "intelligent." When it is faced with a certain
problem, it uses pattern matching that is appropriate to the existing facts.

Computer systems often are organized in a modular structure to increase computational
efficiency. Time can be saved by looking at rules and facts that are relevant at that instant.
Modular representation allows partitioning of the knowledge base into easily manageable
segments, thus making the system easily expandable. CLIPS incorporation of modules is similar
to the blackboard architecture of other systems. Knowledge sources are kept separate and
independent, and different knowledge representation techniques can be used. Communication of
all sources takes place through the blackboard [15].
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Task definition is an important factor in the development and design of such rule-based systems.
The ultimate goal is to develop an expert system of expert systems, which is a hierarchical
structure that reasons and communicates like a team of cooperating people might [13].

A knowledge-based system called the Traffic Information Collator (TIC) has been developed at
the University of Sussex. The TIC receives police reports on traffic incidents and automatically
generates appropriate warning messages for motorists. The system operates in real-time and is
entirely automatic. The TIC is comprised of five processing modules each holding its own
knowledge base [16,17].

Research in air traffic control has been conducted in a similar manner. Cengeloglu integrated an
Air Traffic Control Simulator (written in C) with a traffic control decision framework
(implemented in CLIPS). The simulator creates a virtual reality of airspace and continuously
updates the information (knowledge base) of the decision framework. Several scenarios
containing unexpected conditions and events are created to test the prototype system under
hypothetical operating conditions [15].

A complete transportation model should consist of a traffic simulator and a traffic manager. This
paper focuses on the decision process of managing and controlling traffic.

Prediction algorithms could be employed to predict the evolution of traffic. This additional
knowledge could be used in the control process. Smulders created a model to study the use of
filtering on freeway traffic control [18]. Once the actual values of the density and mean speed in
all sections of the freeway are available, his model generates predictions for the evolution of
traffic over short time periods (e.g., 10 minutes). A state vector contains all the information about
the present state of the system. The estimation of a certain state from the measurement vector is
done through the use of a Kalman filter [18].

The real-time operation of knowledge-based systems in actual or simulated environments is
attained through the use of a cyclic goal-directed process search, with time-sliced procedure
steps. Prior to a search, the value of parameters is either known or unknown. After the search, the
status of parameter values may be changed. Repetitive knowledge-base initialization sets the
value of every parameter to its default value after each search cycle; all information that was
attained in the previous search is deleted. Thus the controller “forgets” the information it
acquired in a former search prior to solving a new problem.

The CLIPS knowledge base can be initialized by resetting the program. All the constructs remain
unchanged and do not have to be reloaded. This process allows the accommodation of time-
varying data in the system [14]. In this sense, real-time application implies some parallel
execution features. Several domains of the research space must be searched concurrently [19]. It
is noteworthy that not all cyclic search processes of the system have to be synchronous.

USING A KNOWLEDGE-BASED SYSTEM FOR DECISION AIDING IN TRAFFIC CONTROL

The aim of this project is to design an expert system that evaluates traffic conditions and
dispenses travel advisories to commuters and traffic control centers. A decision-support system
has been written in the CLIPS programming environment to illustrate several traffic control
procedures (Fig. 2). The program is geared toward illustrating a method of traffic control rather
than solving a particular problem. Some traffic parameters have been approximated and certain
simplifying assumptions have been made to avoid unnecessary computational complexity.

A small network was constructed for initial program development. The network consists of a
section of the New Jersey Turnpike and the routes connecting Exits 14, 16, and 18 to the Holland
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Tunnel, Lincoln Tunnel, and George Washington Bridge. Node and link data for all the roads in
New Jersey and New York has been accumulated by the Civil Engineering Department at
Princeton University. Future research could be geared toward applying the declarative control
procedures developed in this project to a network of a larger scale.

Actual implementation of this system is based on it receiving real-time information about traffic
conditions of a network using sensor measurements at different points on the network. The
current program uses scenario files, with hypothetical traffic densities from all roads in the
network. The program reads these values (as well as the pertinent time period of the day) and
creates the appropriate data constructs, which are asserted as facts. The system then matches
these facts based on pre-specified heuristics. Once it has concluded a declarative search, it gives
certain advisories and recommendations at the CLIPS command prompt. All advisories are made
with the idea that they would be broadcast on changeable signs at several roadway locations;
they could also be displayed at traffic management centers or on the displays of suitably
equipped vehicles. Alternative scenario files test the system under several hypothetical operating
conditions.

System Input
File

Sensor Traffic
 Density 
Measurements

Knowledge Base

FACTS:  Traffic densities,  Link 
Template slots.

RULES:  Heuristics on dispensing 
advisories.

Changeable Message
Signs

Control Center
Computers 

Figure 2. Schematic Representation of System Architecture.

IMPLEMENTATION OF THE TRAFFIC MANAGEMENT SYSTEM

The decision-support system, programmed with CLIPS 6.01, supports several procedural
functions, that are necessary for the computation of relevant information. Once the density is
known, the average travel speed, flow rate, service rate, and level of service can be calculated
from the appropriate models and equations.

Historical data of expected traffic demand for the Hudson river crossings have been stored in a
function that returns the expected number of vehicles at a certain time period. The use of an
appropriate filter would make this function redundant. It provides information about the probable
evolution of traffic and is sufficient for the preliminary development of the system. It makes the
system "forward looking" and capable of predicting congestion buildup. Historical data could be
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stored as facts; however, this clogs up the facts list, and the system is forced to look at irrelevant
facts.

After reading initial data from the scenario file, the roadway densities are asserted as facts, and
they are put onto the facts list. The initialization rules create the appropriate data constructs based
on these basic facts and the appropriate procedural functions. Most of the program's knowledge
is stored in templates, which are similar to structures in C. Thus every link of the network has it
own template, containing information such as speed, density, flow, operational lanes, service
rate, and accident-status. Templates are convenient for storing data and can be readily accessed
and modified by the user. After all the values of the slots of the templates have been calculated,
the templates are asserted as facts. Thereafter, decisions are made by pattern matching on the val-
ues of the templates' slots. Data storage is compact so as not to overflow the CLIPS fact list.

The system is readily adjustable to lane closures due to maintenance. For instance, if one of the
lanes of the Lincoln Tunnel is closed due to maintenance, then when the knowledge base is
initialized, it takes this fact into account. In the case of bad weather, such as a snowstorm, the
values of the free-flow speed and the jam density should be reevaluated. Since these deviations
from normal operating conditions are incorporated into the system once it is initialized, all
decisions made thereafter are adjusted accordingly. System initialization at every time increment
ensures that the link-node data is augmented to reflect current conditions. Thus the system is very
flexible and can include all foreseeable traffic situations.

Broadcasting travel advisories is a challenging part of the program. For instance, the fact that
there is an accident on the route from Exit 14 to the Holland Tunnel is useful for people
approaching that exit, but not for people traveling away from it. Thus the system is faced with
the decision of whether to make a broadcast and to whom it should be made. Due to the
geometry of the network, the broadcast heuristics are different for every decision node. Even in
such a small network, there are numerous broadcasting possibilities.

Automated communication between commuters and the control center can be achieved by the
appropriate use of advisory rules. The data templates also contain information such as the
presence and severity of accidents on the links of the network. Every link’s template has a slot
that is called "accident status," which can be either TRUE or FALSE. The default value is
FALSE, but once an accident occurs it is switched to TRUE. Thereafter, the system ensures that
the appropriate people are informed of the incident. Templates also store the estimated time to
restore the link to normal operating conditions and the degree of lane blockage at the accident
site.

While radio advisories provide commuters with information about traffic delays and adverse
traffic conditions, it is doubtful that they give them all the information they need at the right
time. Since not all drivers are tuned to the same station and radio advisories may lack central
coordination, the result of broadcasting may not be system-optimal. Changeable message signs
ensure that the appropriate people get the right message at the right time. The system is more
helpful under such circumstances, since it can help bring the network back to user equilibrium by
ensuring that all links are properly utilized.

In general the factors that should be considered in any routing decision are: a) traffic density and
velocity profile of main and alternate route, b) length of main and alternate route, c) percentage
of divertible traffic volume, and d) demands at on-ramps on both routes [20]. Once the density of
the link is known, an average speed can be computed using one of the traffic models described
earlier in this paper. Dividing the length of the link by the average speed yields the current
(experienced) travel time.
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Routing between two alternate routes can be achieved by the use of a tolerance-level
measurement. The difference between experienced travel times (or flow) between two routes can
be calculated. If it is higher than some pre-specified level, then commuters should be routed to
the underutilized roadway. The use of individual travel times is user-optimal, whereas the use of
traffic flow is system-optimal. Optimizing commuters travel time can probably be done better
with the use of shortest-path algorithms, whereas equilibrating flows can be incorporated in an
expert system.

Traffic flow is a measure of highway productivity. Ensuring maximum utilization is essentially
an optimization problem, with flow as the objective function and density acting as the control
parameter. The flow of a link is maximized at the optimal density (ko ). For a linear model, the
optimal operating density is half the jam density (k j). The system has the expertise and knowl-

edge to recognize how far the actual density measurements are from ideal conditions. If the
traffic density of a road is less than optimal, then the road is under-utilized. If the density is
higher then optimal, then it is over-utilized. An advanced intelligent highway system should be
able to monitor and compare traffic flow in both directions of a link to see if the decision for a
lane-direction change is warranted. The ultimate goal is to ensure that all routes are utilized
properly. This section of the system is subject to a lot of development and improvement since the
domain knowledge is uncertain. Currently there is no clear way to route traffic optimally.

The system searches its historical data to see if traffic demand for a link is expected to rise or fall
in the next time period. If travel demand is expected to fall and the road is being underutilized,
the system suggests that more vehicles be routed to that link. Diversion of traffic flow is an
effective method of improving traffic performance and can be achieved by rerouting drivers with
specific direction and destinations [20]. Advisories on the New Jersey Turnpike are different for
people traveling North than for those traveling South.

The issue of how long a message should be broadcast is significant. Suppose that congestion can
be avoided if 30% of drivers respond to the diversion sign. If only 15% of the drivers follow the
diversion recommendation, congestion will not improve as expected. A feedback control system
could take this into account by deciding to broadcast the diversion message for a longer time
period until the desired utilization levels are reached. This approach compensates for all
uncertainties in the percentage of divertible traffic flow [20]. The critical design issue is assuring
that the system reaches stability quickly.

Knowledge base initialization at frequent time intervals, through the use of sensor measurements,
makes this method of broadcasting a closed-loop feedback control process. Since the real-time
implementation of this system would rely on cyclic search, a message would be sent every time
the system decides that traffic should be diverted. Currently the program does not have real time
measurements or simulated traffic demands, so it does not execute a cyclic search. It considers
24 one-hour periods over the span of a day. Real time implementation would require that the
CLIPS knowledge be reinitialized at every time increment with the state measurements.

CONCLUSION

This project has made a step towards emulating an automated decision process for an Advanced
Transportation Management System. This non-conventional approach to transportation modeling
has examined the applicability of intelligent control techniques in management. Since a fully
operational Intelligent Vehicle Highway System will require full integration of symbolic and
numerical knowledge, declarative rules have been embedded with procedural code. A framework
for modeling traffic incidents has been provided. The link information of the system is
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augmented on a real-time basis, and advisories are issued based on the current state of the
system.

Operation of this system requires that the traffic control center has knowledge of the traffic
densities of all links in the transportation network. The technology for making such mea-
surements exists and has been described earlier in this paper. Implementation of this system will
require research into how programming software will be integrated with all the system sensors.

Before fully implementing such a control process, it is necessary to choose what degree of
automation the system should have. The system should be allowed to run on its own, without
human intervention, only when all possible errors have been removed from it.

It is difficult to foresee all the incidents that could happen. Even for such a small network there
are many possibilities for issuing travel advisories. As the area that is monitored by sensors
becomes larger, it is evident that human operators cannot check everything that is going on.
However, the heuristic rules and frequent knowledge-base initialization make the system
adaptive to many situations. The size of the knowledge base and the number of advisories are
limited only by the available computer memory. Initially the system can be tested in a small area.
Thereafter, additional rules for broadcasting to other locations can be added incrementally.
Additional details of this research can be found in Ref. 21.

FUTURE WORK

Future work can be geared towards expanding the knowledge base by using the object-oriented
programming paradigm offered by CLIPS. Node and link data of large networks could be stored
compactly in an object-oriented format. Different classes of roads could be defined (e.g. arterial,
expressway, intersection). Every link would then be an instance of these classes and it would
inherit some of its properties from them.

The cyclic search must be implemented with the use of actual or simulated data, requiring the
knowledge base to be reset (initialized) at frequent time intervals. It would be interesting to link
CLIPS with a traffic simulator written in C. The simulator could generate traffic demands, and
the CLIPS program could issue appropriate advisories.

This system knowledge base is subject to refinement. Additional rules must be added so the
system knows what to do in the absence of certain density measurements, which could arise from
malfunctioning sensors. Since not all transportation engineers use the same traffic models, it
would be desirable to allow the user to use different traffic models or to be able to create his own
model with an equation parser. The traffic routing technique and its relevant objective function
needs to be reevaluated. Backlogs due to ramp-metering also should be examined. The use of
estimators and prediction algorithms would enhance system performance significantly.

A learning control system would be able to learn from its daily experiences. Initially, it could be
"trained" on a set of simulated data. Data archiving, on a daily basis, would increase the size of
the system's knowledge base. Thereafter, it could evaluate how well it handled a previous
accident. Hence, if it was in a similar situation it would use its acquired expertise to issue the
appropriate advisories. An intelligent system could detect traffic incidents from unusual sensor
readings. Eventually the system would be able to distinguish between weekday and weekend
traffic patterns. Considering the recent technological advances in intelligent control systems, the
era of the fully automated highway might not be very far away.
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ABSTRACT

Proliferation of power electronic devices has brought in its wake both deterioration in and
demand for quality power supply from the utilities. The power quality problems become
apparent when the users' equipment or systems maloperate or fail. Since power quality concerns
arise from a wide variety of sources and the problem fixes are better achieved from the expertise
of field engineers, development of an expert system for power quality advisement seems to be a
very attractive and cost-effective solution for utility applications. An expert system thus
developed gives an understanding of the adverse effects of power quality related problems on the
system and could help in finding remedial solutions. The paper reports the design of a power
quality advisement expert system being developed using CLIPS 6.0. A brief outline of the power
quality concerns is first presented. A description of the knowledge base is next given and details
of actual implementation include screen outputs from the program.

INTRODUCTION

The introduction of nonlinear loads and their increasing usage, have led to a point where the
system voltage and current are no longer sinusoidal for safe operation of the equipment at both
industrial and customer levels. Before the advent of electronic and power electronic devices, the
current distortions were due to saturation of the magnetic cores in the transformers and motors,
arc furnaces and mercury arc rectifiers. Even though the overall effect on the system was there, it
had no serious effect on the performance of comparatively more rugged and insensitive
equipment. Today, sensitive electronic and microprocessor based equipment are commonly used
and they are susceptible to variations and distortions of the sinusoidal wave. Distorted sinusoidal
waveforms of voltage and current are produced due to the nonlinear characteristics of the
electronic components which are used in the manufacture of any electronic related equipment.
The power quality problems arising in the system basically are impulses, surges, sags, swells,
interruptions, harmonics, flicker etc. These power quality problems can be a potential threat to
the satisfactory operation of the equipment. Thus there is a need to alleviate or eliminate the
effects of poor power quality. Engineers are applying their experience with the causes of power
quality impairment to recommend solutions to correct the problems.

Expert systems could be used for domain specific problems, such as power quality. The solutions
to power quality may be many and it may not be possible to come to a single conclusion. Expert
System approach can be useful to get a very successful approximate solution to problems which
do not have an algorithmic solution and to ill-structured problems where reasoning may offer a
better solution. The opinions of the experts may vary regarding a particular problem, but the
level of expertise combined from several experts may exceed that of a single human expert, and
this can be made use in an Expert System. The solutions given by an expert system are unbiased
but the solutions from an expert may not always be the same. Databases can be accessed by
anexpert system and algorithmic conclusions can be obtained wherever possible.
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POWER QUALITY (PQ) IN POWER SYSTEMS

The impulses arising in the system are usually due to lightning and they cause insulator
flashover, transformer failures, arrestor failures and damage to other substation equipment.
Lightning strokes can pass through the transformer neutrals and cause damage to the customer
equipment also. This is especially when the lightning strikes close to the distribution
transformers. Oscillatory transients can be classified into three groups as low frequency, medium
frequency and high frequency transients. Their range is from below 5 kHz to above 500 kHz. The
main causes for these transients are capacitor switching, cable switching, back to back capacitor
energization, travelling waves from lightning impulses and circuit switching transients. The
impact of these transients are very high voltage levels on the secondary side of the transformers,
especially due to capacitive coupling between primary and secondary windings, for medium
frequency transients. Thus, these transients can also cause equipment failures and disruption of
sensitive electronic equipment.

Sags and Swells can be classified into three groups namely instantaneous, momentary and
temporary. They may last from 0.5 cycle to 1 minute. Sags may cause dropout of sensitive
electronic equipment, dropout of relays, overheating of motors etc. Swells are usually due to
single-line-to-ground faults occurring in the system. The extent of voltage rise varies with the
type of grounding scheme adopted. An increase in the voltage of 73.2% is for ungrounded
systems. The effect of swells could cause Metal Oxide Varistors to be forced into conduction.

Over-voltages and under-voltages last longer than 1 minute. They are caused by load switching,
capacitor switching or due to bad system voltage regulation. The impact of theseis dropout of
sensitive customer equipment which usually require constant voltage.

Harmonics are caused due to nonlinear characteristic of the loads of which converter circuits,
arcing devices etc are some examples. Harmonics are multiples of fundamental frequency and
are continuous in nature and distort the sinusoidal waveform. Interharmonics are caused by
cycloconvertors and arc furnaces. The impact of harmonics can cause overheating of
transformers and rotating machinery, maloperation of sensitive electronic equipment,
maloperation of frequency sensitive equipment, metering errors, presence of neutral to ground
voltage resulting in possible neutral overloading, capacitor failures or fuse blowing, telephone
interference,increased power losses, etc.

Noise is caused by the range of components less than 200 kHz. Improper grounding and
operation of power electronic equipment are the main causes of noise production. The impact of
noise is on telephone interference. Notching is due to commutation in three phase inverters and
converters. The number of notches depend on the converter and invertor configuration. The
converters and invertor circuits can be operated in a six pulse, twelve pulse, eighteen pulse or
more configurations. Flicker is usually caused by presence of components less than 25 Hz. Arc
furnaces and intermittent loads like welding machines are some examples. These low frequency
components may cause problems with lighting.

The various disturbances leading to power quality deterioration can stem from a wide variety of
reasons that are often interdependant and quite complicated. A thorough analysis may be time
consuming and inefficient. The solutions also depend upon experience of the system.

EXPERT SYSTEM APPROACH TO PQ

Expert systems came into existence as an outcome of the need for better problem solving
methods where a closed form solution is unavailable. Since knowledge of power qualityproblems
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is obtained more through study and experience, development of an Expert System is a viable
approach.

An Expert system comprises of user interface, working memory, inference engine, agenda, and
knowledge acquisition facility. The user interface is a mechanism by which the user and the
expert system communicate. Working memory consists of a global database of facts used by the
rules. An agenda is a list of rules with priority created by the inference engine, whose patterns
are satisfied by facts or objects in the working memory. The knowledge acquisition facility is an
automatic way for the user to enter knowledge in the system rather than by having the knowledge
engineer explicitly code the knowledge.

Rule-based, object-oriented and procedural programming paradigms are supported by CLIPS 6.0.
The basic components of CLIPS 6.0 are facts list, knowledge base and inference engine. The fact
list contains the data on which inferences are derived, knowledge base contains all the rules and
the inference engine controls the overall execution. Thus the knowledge base contains the
knowledge and inference engine draws conclusions from the knowledge available. The user has
to supply the expert system with facts and the expert system responds to the users' queries for
expertise.

Knowledge can be represented by rules, semantic networks,parse trees, object-attribute-value
triples, frames, logic etc. Each have their own limitation and a suitable field of usage [1]. Trees
and lattices are useful for classifying objects because of hierarchical nature.

Decision trees can be used effectively in the development of power quality expert system due to
hierarchical nature of power quality problems as usually one problem leads to several problems.
A decision structure is both a knowledge representation scheme and a method of reasoning about
it's knowledge. Larger sets of alternatives are examined first and then the decision process starts
narrowing till the best solution is obtained. The decision trees shouldprovide the solution to a
problem from a predetermined set of possible answers. The decision trees derive a solution by
reducing the set of possible outcomes and thus getting closer to the best possible answer. Since
the problems pertaining to power quality have different effects the solutions and remedial actions
may be approximated by successive pruning of the search space of the decision tree.

A decision tree is composed of nodes and branches. The node at the top of the tree is called root
node and there is no flow of information to the root node. The branches represent connection
between the nodes. The other nodes, apart from the root node, represent locations in the tree and
they can be answer nodes or decision nodes. An answer node may have flow of information to
and from the other nodes and are referred as child nodes. The decision node is referred as leaf
node and represents all possible solutions that can be derived from the tree. Thus the decision
node terminates the program with solutions.

Broadly classifying a system, the power quality problems are felt at the distribution system level
or a customer level. Thus this can be taken as the root node. At the distribution level the problem
may be with the equipment at the substation or with the equipment in the distribution lines.
Similarly the problem at the customer level could be with an industrial customer, a commercial
customer or a residential customer. Thus these can be referred to as the child nodes. The
problems faced at each of these levels may be understood better with each successive answer
node, and thus probable answers could be arrived at, at the decision nodes. This approach could
be useful if any numeric or monitored data pertaining to the system is not available. Also a
probable answer can be concluded, depending on the answers given by the user only by
observable impacts on the equipment, say the equipment maloperating or equipment failing or
fuse failing, motor getting overheated etc. The efficiency or the level of certainty of solutions
given will depend on the information provided by the user regarding the problem.
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When monitoring equipment are connected at various points at the customer facility, data
pertaining to the various disturbances due to surges, impulses, interruptions, variations in
voltage, current etc can be collected or stored. Many such monitors are available and used by the
utilities. PQ node program of Electric Power Research Institute (EPRI) uses a number of
monitors for collecting disturbance data. The output from these analyzers can be used by the
expert system for diagnosis. This approach could be very effective as the user may not be able to
provide enough information from his knowledge. This will increase the efficiency of the expert
system, as the user may give an incorrect answer or may not be able to answer some questions.
The data files can be accessed into the expert systems, which is CLIPS 6.0, in our study and the
data can be internally manipulated to come to a certain decision. If necessary, further information
can be elicited from the user before arriving at a final solution.

Standard reports of the outputs with graphs of disturbances, possible solutions etc can be
generated by the program by opening text files within the program.

IMPLEMENTATION OF THE EXPERT SYSTEM

EPRI is sponsoring a research project for the development of software modules for addressing
power quality problems in the utilities. The center for Electric Power of the Tennessee
Technological University is co-sponsoring the project. The major objectives of the project are the
following :

° Design and test a prototype expert system for power quality advising.
° Develop dedicated, interactive analysis and design software for power electronic

systems.
° Develop a concept of neural network processor for the power system disturbance data.

For developing the expert system, CLIPS software designed at NASA/Johnson SpaceCenter with
the specific purposes of providing high portability, low cost and easy integration with other
systems has been selected. The latest version CLIPS 6.0 for Windows provides greater flexibility
and incorporates object-oriented techniques.

Figure 1 shows the configuration of the expert system blocks being analyzed for the power
quality advisement. The rules are framed by the experts opinion and the number of rules can be
increased and added to the program whenever possible. The monitored data from PQ nodes, user
or both can supply the facts, which can be utilized to come to a probable solution. The inference
engine and agenda fire the rules on the basis of priority. There is an explanation facility which
gives reports and suggests the possible reasons for coming to a conclusion depending on the
inputs given.

[Figure Deleted]

Figure 1.

The following is the pattern in which the questions are asked by the Expert System for the
responses of the user. Here a batch file is run and CLIPS 6.0. response is given below.

CLIPS> (open "s.dat" s "w")
TRUE
CLIPS> (open "r.dat" r "w")
TRUE
CLIPS> (load "sept1.clp")
!!*********************************************************************
TRUE
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CLIPS> (reset)
CLIPS> (run)

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
**
*Expert System  For Power Quality Advisement*
*Developed By*
*Dr. A. Chandrasekaran   and   P.R.R. Sarma*
*Center For Electric Power*
*Tennessee Technological University*
*Cookeville, Tennessee.*
**
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

   Where is the complaint from?

   1. Distribution-system
   2. Customer
1

   Where is the problem occurring ?

   1. Circuits
   2. Sub-Station
2

   What is the complaint ?

   1. Service-Interruption
   2. Device-Maloperation
   3. Equipment-Failure
2

   Which of these has the problem ?

   1. Transformer
   2. Circuit-Breaker
   3. Control-Circuitry
1

   Is the system voltage normal ?

   1. Yes
   2. No
1

   Is the hum of the transformer excessive ?

   1. Yes
   2. No
1

   Is the transformer getting overheated ?

   1. Yes
   2. No
1
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   Is the transformer getting overheated even
   under normal load conditions ?

   1. Yes
   2. No
1

   Is the transformer supplying power to
   heavy lighting and power electronic loads ?
   1. Yes
   2. No
1

   Are there capacitor banks in the substation ?

   1. Yes
   2. No
1

   Is the substation provided with harmonic
   filters to filter harmonics ?

   1. Yes
   2. No
2

   Probable cause:

   Place filters to prevent saturation
   and overheating of the transformers
   when it supplies power to power
   electronic loads.

CLIPS> (exit)

The following is the symptoms file "s.dat", which was storing the symptoms pertaining to the
problem is given below.

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
*
*THIS EXPERT SYSTEM IS BEING*
**
*DEVELOPED BY*
**
*Dr. A.CHANDRASEKARAN & P.R.R. SARMA*
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

SUMMARY OF SYMPTOMS OBSERVED:

** The complaint is from the distribution system.

** The trouble is in the substation.
** Complaint is device maloperation.

** The problem pertains to the transformer.
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** The hum of the transformer is excessive.

** The transformer is getting overheated.

** The transformer is supplying power to lighting and
   power electronic loads.

** The transformer is getting heated under normal load conditions.

The following is the possible reasons file "r.dat", which was storing the possible reasons
pertaining to the problem is given below.

** The transformer hum could be more due to loose core bolts, presence of
harmonics etc.

** Transformer may get overheated due to overloading, saturation,
insignificant faults in winding etc.

** Transformer can get overheated under normal load conditions due to
harmonics, insignificant faults in transformer etc.

** Harmonics may be in the system when the power is being supplied to
lighting and power electronic loads.

** Harmonics may be present if harmonics are not filtered out.

The text files generated can be imported into Word perfect, Winword etc for making the final
reports. At present, efforts are being made to integrate the data obtained from the PQ analyzer
into the CLIPS program as a part of the EPRI project. The monitored data reports from the PQ
analyzer can be used to arrive at conclusions about the power quality problems especially with
regard to the origin of the disturbances from the users' queries. Also the reports could incorporate
disturbance graphs obtained from the data specified in the input files of the monitored data.

The concepts of the theories of uncertainty and Fuzzy Logic can be utilized using FuzzyCLIPS in
the development of the power quality expert system, especially in cases where the questions like
“Is the hum of transformer excessive?” have to be answered. The possibilities for ‘excessive’
may be more than normal, high, very high etc. FuzzyCLIPS may be used for answers of this sort
and the efficiency of the solutions thus can be increased.

CONCLUSION

The development of the power quality expert system shows that expert system usage is definitely
a viable alternative. Analysis of monitored data can be used to identify the sources causing power
quality deterioration. Suitable conclusions can be drawn to recommend mitigating the power
quality problem sources to the customers on one hand and the equipment manufactures on the
other. An expert system approach can also be useful to educate customers on actions that can be
taken to correct or prevent power quality problems.
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ABSTRACT

QPA-CLIPS is an extension of CLIPS oriented towards process control applications. Its
constructs define a dependency network of process actions driven by sensor information. The
language consists of 3 basic constructs: TASK, SENSOR and FILTER.. TASKs define the
dependency network describing alternative state transitions for a process. SENSORs and
FILTERs define sensor information sources used to activate state transitions within the network.
deftemplate’s define these constructs and their run-time environment is an interpreter knowledge
base, performing pattern matching on sensor information and so activating TASKs in the
dependency network. The pattern matching technique is based on the repeatable occurrence of a
sensor data pattern. QPA-CLIPS has been successfully tested on a SPARCStation providing
supervisory control to an Allen-Bradley PLC 5 controller driving molding equipment.

INTRODUCTION - THE NEED

Process control is the science and, at times, art of applying and holding the right setpoint value
and/or mixing the right amount of an ingredient at the right time. But, when is the time right ?
And, if we know enough about the material or mixture, what is the right setpoint value and/or
amount that has to be mixed ?

Materials scientists and engineers have spent years of painstaking experimentation and analysis
to characterize the behavior of metals, plastics, and composites. Along the same vein,
manufacturing engineers and factory floor operators have developed many person-years worth of
practical “know-how” about material behavior under a variety of processing conditions.

In addition, though there is always room for improvement, significant strides have been made in
useful sensor technology for acquiring information on material behavior. As the types of
materials used in everyday products increase in complexity, the demand increases for embedding
a better understanding about material behavior directly into the control of their manufacturing
processes.

QPA-CLIPS, the language and its run-time environment, is a means to directly tie our best
understanding of material behavior to the control of material forming or curing processes. This is
accomplished by intelligent mapping of sensor information on material behavior to changes in
process parameter values. The changed parameter values, in turn, are used to directly drive
process equipment .

* This work was supported by a grant from the National Center for Manufacturing Sciences, Ann Arbor, MI 48108
and in cooperation with Allen-Bradley Co. (Milwaukee, WI) and Erie Press Systems (Erie, PA).
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THE PROBLEM

Material forming processes transform a prescribed volume of material(s) into a desired net shape.
In curing, material is processed in a way that changes material properties to a set of desired
characteristics. In either case, the proper choice of tooling along with a properly defined process
cycle, or “recipe”, are crucial to the consistent production of quality parts. Variations in material
behavior from an expected norm must be accounted for in both the initial conditions of the
material and, particularly, the cycle or “recipe” driving the process equipment.

Controlling a forming or curing process

Attaining a desired final form and material characteristics in forming or curing processes requires
effective control of force and heat application. Control of force involves application of
mechanical pressure to distort or redistribute a set volume of material. within a constraining
volume, defined by the tooling (i.e., dies) used in the process.

In the case of forming processes, the material usually requires to be more pliable than its natural
state at room temperature. Heat application then becomes an integral part of the pressure
application. For curing processes, the application of heat itself, with some pressure being applied
in certain cases, is at the core of the processes. In either case, heat control, then, must be
synchronized with force control and the state of the material must be monitored in-process to
determine the right point in the process cycle where heat and/or force application is needed.

One must also take into account the physical limitations imposed by the machinery used for the
process. Repeated extreme rates of heat or force application can lead to frequent machine
breakdowns and, consequently, make the process economically undesirable.

“Listening” to the material

In-process monitoring is not the act of collecting streams of historical data for off-line analysis;
though this is an important step in creating effective process control. When we collect
information during a dialogue, we don’t necessarily capture every single word and nuance.
Rather, we normally record essential points and supporting information that capture the theme or
goal of what is being exchanged.

In a similar way, analyzing process data involves the ability, as in listening, to differentiate
between steady or normal process behavior and patterns , or events, indicating the onset of a
change in material state.

As a simple example, Figure 1 shows a plot of sensor data over time during a curing process.
Point A indicates the onset of the peak, point C, in the sensor data; while B indicates that we are
past the region around C. If C is indicator of an optimum material condition for heat or force
application, understanding data patterns in A and/or B can be used to trigger that application.
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Figure 1

So that, creating a process “recipe” becomes a matter of identifying those key patterns or events,
understanding their relationship to heat or force application, and finally linking that application
to the occurrence of these events.

A SOLUTION : QPA-CLIPS

QPA-CLIPS, or Qualitative Process Automation CLIPS, is a language with a supporting run-
time environment used to describe and run process “recipes” as a set of causal linkages between
a specific sensor event(s) and application of a heat or force. The concept of qualitative process
analysis was developed as a technique for intelligent control based on interpretation of sensor
information [1]. QPA-CLIPS is an implementation of this concept in the CLIPS environment.

Architecture

The execution model of QPA-CLIPS is basically a traversal across a dependency network. The
nodes in that network describe one or more sensor events, their related application actions, and
one or more pre-conditions which must be satisfied in order to activate or traverse the node.

Traversal through a node consists of 3 phases:

(1) satisfaction of pre-conditions,

(2) detection of sensor events,

(3) performing required heat or force application.

Transition to the next phase cannot occur until successful completion of the current phase. Once
phase 3 is completed, one of the remaining nodes in the network is chosen for traversal using the
same 3-phase method. If all nodes have been traversed, traversal is halted. Pre-conditions are
either traversal through another node, unconditional (i.e. START node), or the successful
diagnostic checks on a sensor. The flow chart in Figure 2 summarizes the traversal process.
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Node traversal is implemented as an interpreter knowledge base exploiting the underlying CLIPS
search methods.

There are currently 3 constructs making up the QPA-CLIPS language: TASK, SENSOR, and
FILTER. They are defined within the interpreter knowledge base through a set of deftemplate ‘s
[2] . The contents of a node are described by the TASK. SENSOR defines sources of raw sensor
data; while FILTER applies mathematical functions to SENSOR data. A collection of TASKs
describing a dependency network, along with the required SENSORs and FILTERs, is referred to
as a process model and is consistent with the GRAFCET standard based on Petri Nets [3].

TASK

TASKs encapsulate the pre-conditions for node traversal, sensor event descriptions, and the
prescribed heat or force application. In BNF notation form, this translates to:

(TASK
(name <name>)
(start-when <pre-condition>)
(look-for <sensor-event>)
(then-do <application>) )

<name> is a unique label used whenever another TASK refers to this TASK throughout the
process model. <pre-condition> is a string type that can be either:

<task-name> COMPLETE,

or

<sensor> OK

or

START

In the first form, the pre-condition becomes the completion or traversal through another node, or
TASK. The second form checks completion of a diagnostic check for a sensor. Sensor
diagnostics are not currently an explicit construct in QPA-CLIPS. Rather, they are embedded in
the sensor I/O functions integrated with CLIPS. The third form of <pre-condition> is makes that
TASK the initial traversal point in the dependency network.
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<sensor-event> is a string type that can have multiple occurrences of the form:

<source> <direction> <nominal> <tolerance> <repeat>

<source> is the label for a SENSOR or FILTER providing data identifying this event.
<direction> can be RISES, DROPS, or HOLDS. The remaining items are numbers describing
respectively a threshold value that must be reached, the tolerance band around the nominal value,
and the number of times that SENSOR or FILTER data must meet this threshold-and-tolerance-
band occurrence without interruption.

So for example, the sensor event clause of

flow RISES 50 0.01 3

translates to data from SENSOR flow must rise at least 0.01 above 50 cc/min. for 3 consecutive
times in order to be identified as this sensor event.

<application> is of the form :

<parameter> <amount>

where <parameter> is a label for a process parameter and <amount> is a new value or setting for
that parameter. An example is :

PR 5

or set pressure to 5 tons. Application of heat or force then is basically a change in the value of a
memory location which, in turn, drives the process.

SENSOR

SENSORs are one of 2 possible sources of data for a sensor event defined within a TASK and
defined as follows:

(SENSOR
(name <name>)
(max-allowed <value>)
(min-allowed <value>) )

<name> is a unique label used whenever a TASK or FILTER refer to this SENSOR throughout
the process model. max-allowed and min-allowed provide the allowable range of values for the
sensor data. As an example, a flowmeter within a process model can be defined as:

(SENSOR
(name flowmeter)
(max-allowed 100)
(min allowed 5) )

The rate of the flowmeter can range between 5 and 100 cc/min. Currently , retrieval of sensor
data is accomplished through user-defined functions embedded within CLIPS. Association
between a SENSOR and these functions is performed through the QPA-CLIPS interpreter. The
implementation of SENSOR assumes use of one sensor for the process. This suffices for current
applications of QPA-CLIPS. However, for multiple sensor input, the SENSOR construct will be
modified to include a reference to a specific function, referred to a the SENSOR source, or:
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(SENSOR
(name <name>)
(max-allowed <value>)
(min-allowed <value>)
(source <function>) )

FILTER

FILTERs are the other source of data for a sensor event and is defined as:

(FILTER
(name <name>)
(max-allowed <value>)
(min-allowed <value>)
(change <sensor>)
(using <formula>) )

<name> is a unique label used by a TASK whenever referring to this FILTER in order to identify
a sensor event. Both max-allowed and min-allowed are used in the same manner as in SENSOR.
But, here, they refer to the calculated value created by this FILTER. <sensor> is the label
referring to the SENSOR supplying raw sensor data to this FILTER.

<formula> is a string describing the combination of mathematical functions used to translate the
raw sensor data. so, for example, a formula string of “SLOPE LOG” is the equivalent of :

d(log S)/dt

where S is the raw sensor data.

Future enhancements to the FILTER construct will be the ability for expressing formulas in more
natural algebraic terms. So, “SLOPE LOG”, for example, will take on a form like dLOG / dt.

Building a process model

The first step in developing a process model is a through description of how the process runs,
what information can be extracted about the process during a cycle run, what sensors are
available to extract this information, and how is the sensor information related to application of
heat and/or force to the material. These relationships can be investigated through techniques such
as Design of Experiments or Taguchi methods. Once they are verified, a dependency network
can be build from these relationships in order to specify alternative paths for running the process
cycle; depending on the sensor data patterns being extracted. This network can then be encoded
as a process model.

As a simple example, a molding process for a panel in a cabinet enclosure is now switching to a
new material, requiring that pressure be triggered based on material temperature. For this
material, a constant heat setting must be applied throughout the cycle. A sensor, called a
thermowidget, was selected to retrieve in-process material temperature. Its operating range is
500˚F and 70˚F. So, its SENSOR definition is:

(SENSOR
(name thermowidget)
(max-allowed 500)
(min-allowed 70))
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Two pressure applications are required by the process: an initial setting to distribute material
throughout the mold and a final setting to complete the part. The initial setting must be applied
when the material temperature reaches a value of 100˚F and the final setting when the rate of
change of the material temperature is 0. We first need a FILTER to define the slope of the
temperature or:

(FILTER
(name thermoslope)
(max-allowed 10)
(min-allowed -10)
(change thermowidget)
(using "SLOPE") )

We achieve the pressure application through two TASKs:

(TASK
(name first-setting)
(start-when "START")
(look-for "thermowidget RISES 100 0.1 5")
(then-do "PR 2") )

(TASK
(name final-setting)
(start-when "first-setting COMPLETE")
(look-for "thermoslope DROPS 0 0.01 3")
(then-do "PR 5") )

Another TASK can be added to complete the cycle and release the finished part.

RUN-TIME ENVIRONMENT

A process model is executed through a QPA-CLIPS interpreter: a CLIPS knowledge base
consisting of the deftemplate’s defining the TASK, SENSOR, and FILTER constructs, a rule set
which carries out the interpretation cycle, and deffunction’s supporting the rule set. Underlying
this knowledge base are the user-defined functions integrating the process model with sensors
and process equipment.

The Interpreter

At the core of the interpreter are a set of rules which cycle through the currently available
TASKs in a process model and implement the 3-phase method for node traversal mentioned
above. When the QPA-CLIPS environment along with the appropriate process model is invoked,
control transfers to the TASK containing the pre-condition of START. From that point on, the
node traversal method takes over. The QPA-CLIPS interpreter knowledge base can be ported to
any CLIPS-compatible platform.

Sensor and controller integration

Sensors are integrated through user-defined functions embedded within CLIPS. They currently
interact with sensor hardware through serial (RS-232-C) communications. These functions are
the only platform dependent components within QPA-CLIPS.

Integration of heat and force application is done through a memory mapping paradigm between
sensor events and parameter settings where TASK actions, as defined in the then-do clause, are
mapped to the memory location of another control system (i.e. a PLC) which, in turn, directly
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drives process machinery (see Figure 3). These new settings then trigger signals to heaters or
motors driving the equipment.

PLC
Logic

Process
Model

PLC
Memory

Figure 3

CURRENT STATUS

A version of QPA-CLIPS has been demonstrated on a composite molding application. The
system consists of a SPARCStation 2 running QPA-CLIPS linked to an Allen-Bradley PLC5/40
driving a molding press. It has successfully created a number of production quality parts for a jet
engine.

FUTURE ENHANCEMENTS

Though the current version of QPA-CLIPS has been demonstrated to work successfully,
several opportunities for enhancements have been mentioned in the description of its constructs.
In addition, other opportunities for enhancements exist in the development and run-time
environments of QPA-CLIPS.

6.1 A GUI for QPA-CLIPS

Currently, a process model is created through the use of a text editor, such as emacs or textedit.
The completed model is tested on a simulated run-time environment. Taking a cue from the
visual development tools such as those found under Microsoft Windows, a graphical
development environment for a process model will greatly ease the development of a process
model. The syntax of the QPA-CLIPS constructs are simple enough for process engineers to
work with. Nevertheless, as process models grow in complexity, a need will arise for easy-to-use
model navigation and debugging tools seamlessly connected to the simulated run-time
environment.

Automating process model creation

Experience with developing process models has shown that the bulk of the time is actually spent
in experimentation; trying to establish the relationships between sensor data and heat/force
application points. What is needed to streamline this aspect of the model creation process is the
partial or complete automation of the experimentation phase leading to the automatic creation of
a process model; since a new material system will require a new process model. The work on
DAT-GC by Thompson et al [4] offer a good start in that direction.

Exploiting fuzzy linguistics

In the definition of the look-for clause of a TASK construct, one needs a rather accurate
description of not only the goal or threshold value to be reached, but also a tolerance band around
that value as well as a repeatability count on the number of times in a row that the event must
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appear. There are cases where a less exacting or fuzzy [5] description will suffice. So, using our
example model from 3.2 above, the look-for clause for the final pressure application can then be:

(look-for “thermoslope dropping IMMEDIATELY to ZERO”)

IMMEDIATELY is a fuzzy term similar to the repeatability count. ZERO, on the other hand,
describes a fuzzy term associated with a range of precise values for a SENSOR or FILTER,
which can be described with a new QPA-CLIPS construct such as:

(BEHAVIOR
(name <name>)
(for <source>)
(range <value-list>) )

where <name> is the fuzzy term, <source> is the label for the SENSOR or FILTER, and <value-
list> contains the values defining the membership function [5] for this BEHAVIOR.

Exploiting parallelism

It goes without saying that node traversal within a process model is inherently a method that can
easily converted to parallel processing. Having a parallel version of CLIPS operating in an
affordable parallel processing platform will enable QPA-CLIPS to easily operate in a process
control scenario requiring multiple sensors.

CONCLUSIONS

QPA-CLIPS, an extension of CLIPS for process control, is a proven tool for use by process
engineers in developing control models for forming or curing processes. Its simple syntax and
integration into CLIPS provides a powerful, yet straightforward, way to describe and apply
control of a process driven by sensor events, or distinct patterns in sensor data. Several
enhancements have been suggested and currently strong interest exist in the automatic generation
of process models and fuzzifying the description of sensor events.
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AN IMPLEMENTATION OF FUZZY CLIPS AND ITS APPLICATIONS

Thach C. Le
The Aerospace Corporation

Information Technology Dept., M1-107
2350 E. El Segundo Bl.

El Segundo, CA 90245-4691

Fuzzy Logic expert systems can be considered as an extension of traditional expert systems.
Their capability to represent and manipulate linguistic variables is a desirable feature in the
systems, such as rule-based expert systems, whose design is to capture human heuristic
knowledge. The C-Language Integrated Production System (CLIPS) developed by NASA, is a
boolean expert system shell, which has a large user base and been used to develop many
rule-based expert systems. Fuzzy CLIPS (FCLIPS), developed by The Aerospace Corporation, is
a natural extension of CLIPS to include fuzzy logic concepts. FCLIPS is a superset of CLIPS,
whose rules allow mixture of fuzzy and boolean predicates. This paper discusses the current
implementation of FCLIPS, its applications, and issues for future extensions.
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UNCERTAINTY REASONING IN
MICROPROCESSOR SYSTEMS USING FUZZYCLIPS

S.M. Yuen And K.P. Lam
Department of Systems Engineering

The Chinese University of Hong Kong
Shatin, New Territories, Hong Kong

A diagnostic system for microprocessor system design is being designed and developed. In
microprocessor system diagnosis and design, temporal reasoning of event changes occurring at
imprecisely known time instants is an important issue. The concept of time range, which
combines the change-based and time-based approaches of temporal logic, has been proposed as a
new time structure to capture the notion of time imprecision in event occurrence. According to
this concept, efficient temporal reasoning techniques for time referencing, constraint satisfaction
and propagation of time ranges have been developed for embedding domain knowledge in a
deep-level constraint model. The knowledge base of the system parameters and the temporal
reasoning techniques are implemented in CLIPS. To handle the uncertainty information in
microprocessor systems, fuzzy logic is applied. Each imprecision of time contributes to some
uncertainties or risks in a microprocessor system. The fuzzyCLIPS package has been used to
determine the risk factor of a design due to the uncertain information in a microprocessor system.
A practical MC68000 CPU-memory interface design problem is adopted as the domain problem.
The sequence of events during a read cycle is traced through an inference process to determine if
any constraint in the model is violated.
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NEURAL NET CONTROLLER FOR INLET PRESSURE
CONTROL OF ROCKET ENGINE TESTING

Luis C. Trevino
NASA-MSFC, Propulsion Laboratory

Huntsville, Alabama

ABSTRACT

Many dynamical systems operate in select operating regions, each exhibiting characteristic
modes of behavior. It is traditional to employ standard adjustable gain PID loops in such systems
where no apriori model information is available. However, for controlling inlet pressure for
rocket engine testing, problems in fine tuning, disturbance accommodation, and control gains for
new profile operating regions (for R&D) are typically encountered [2]. Because of the capability
of capturing i/o peculiarities, using NETS, a back propagation trained neural network controller
is specified. For select operating regions, the neural network controller is simulated to be as
robust as the PID controller. For a comparative analysis, the Higher Order Moment Neural Array
(HOMNA) method [1] is used to specify a second neural controller by extracting critical
exemplars from the i/o data set. Furthermore, using the critical exemplars from the HOMNA
method, a third neural controller is developed using NETS back propagation algorithm. All
controllers are benchmarked against each other.

INTRODUCTION

An actual propellant run tank pressurization system is shown in Figure 1.1 for liquid oxygen
(LOX). The plant is the 23000 gallon LOX run tank. The primary controlling element is an
electro-hydraulic (servo) valve labelled as EHV-1024. The minor loop is represented by a valve
position feedback transducer (LVDT). The major or outer loop is represented by a pressure
transducer (0-200 psig). The current controller is a standard PID servo controller. The reference
pressure setpoint is provided by a G.E. Programmable Logic Controller. The linearized state
equations for the system are shown below:

x1 = x2 – (0.8kg+c)x1 (1.1)

x2 = 5kg au – (0.8kg c+d)x1 + x3 (1.2)

x3 = 5abkg u – (0.8kg d+f)x1 + x4 (1.3)

x4 = –0.8kg fx1 (1.4)

where kg=1, servo valve minimum gain. Based on previous SSME test firings, the average
operating values for each state variable are determined to be

x1 = PB:0–76 psig

x2 = Tu:150–300R˚

x3 = Vu:250–350 ft3

x4 = L:0–1 inch

where
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PB = bottom tank pressure
Tu = ullage temperature
Vu = ullage volume
L = valve stem stroke length

Using those ranges, the following average coefficients are algebraically determined:

a = 120.05
b = 89.19
c = 214.30
d = 5995.44
f = 14.70

METHODOLOGY

1. Using a developed PID-system routine from [2], an i/o histogram is established in the
required format per [1] for a select cardinality. Figure 2.1 portrays the scheme. A ramp
control setpoint signal (from 0-120 psig) served as the reference trajectory.

PID
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i/o HISTOGRAM

SYSTEM
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KERNAL

DEVELOPMENT

TRAIN NN &
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TRAIN NN &
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CONTROLLER

+ -
INLET
PRESSURE
TO  SSME

COMMAND
SETPONIT
(SP)

1

2 3

4 6

5

Figure 2.1. Scheme For Building i/o Histogram and Training Set.

2. Using the captured i/o data set and NETS back propagation algorithm, a neural network
is next established. The trained network is next simulated as the controller for the
system. Figure 2.2 illustrates the simulation scheme.

3. Using a developed HOMNA (KERNALS) algorithm [1], a reduced training i/o set is
specified. The input portion of the set, "S", will provide the mapping of real time system
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inputs to the neural net controller (NNC). The output segment of the set is represented
by the last column vector of the i/o set.

4. After configuring the reduced i/o set into the needed formats, Using MATLAB, the gain
equation is executed per [1].

K = YG-1 = Y(SS*) (2.1)

where

K = neural gains for single neuron layer
Y = NNC controller output signature vector
S = established matrix set of part 3, above
    = any (decoupled) operation: exponential, etc.

For this project, was identical with that used in the literature of [1], namely the exponential
function. “K” serves  as a mapping function of the input, via “S” to the NNC output, u(j). Here,
u(j) serves as control input to the system and is determined by equation (2.2) [1].

u(j) = K(Sx(j)) (2.2)

where x(j) represents the input. For this project,a five dimensional input is used and is
accomplished using successive delays. The overall HOMNA scheme is embedded in the neural
controller block of Figure 2.2

NEURAL
CONTROLLER

SYSTEM

+

-

SETPOINT
COMMAND

INLET
PRESSURE
TO SSME

U

Figure 2.2. Simulation Scheme for NNC and System

5. For select cases to be presented, integral control was presented according to the
following scheme of [1].

= 
1

N
y j Y j[ ( ) ( )]−∑  (2.3)

where

N = window (sampling) size
y(j) = current system output

y(j) = desired output, or command setpoint, sp

RESULTS
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Case System
Command
Setpoint Noise

Integral
Control

1 Neural Net Ramp  None n/a
2 HOMNA Ramp  None None
3 HOMNA Ramp  None None
4 PID Ramp  None Present
5 Neural Net Ramp Present n/a
6 HOMNA Ramp Present Present
7 PID Ramp Present Present
8 Neural Net Profile  None n/a
9 HOMNA Profile  None None
10 HOMNA Profile  None Present
11 PID Profile Present Present
12 Neural Net Profile Present n/a
13 HOMNA Profile Present None
14 HOMNA Profile Present Present
151 Neural Net Ramp  None n/a

Table 1. Case Summary

Figure 3.1. Case 1, 3, and 4 Simulation Results

1 Case for procedural step 6.
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Figure 3.2. Case 2 Simulation Results

Figure 3.3. Case 5 Simulation Results
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Figure 3.4. Case 6 Simulation Results

Figure 3.5. Case 7 Simulation Results
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Figure 3.6. Case 8 and 10 Simulation Results

Figure 3.7. Case 9 Simulation Results
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Figure 3.8. Case 11 Simulation Results

Figure 3.9. Case 12 and 14 Simulation Results
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Figure 3.10. Case 13 Simulation Results

Figure 3.11. Case 15 Simulation Results

DISCUSSION AND CONCLUSIONS

From Table 1 and the presented simulation results, the back-propagation trained and the
HOMNA neural system are proven to track varying command setpoints within the bounds of the
training i/o histogram. Without incorporation of the integration scheme of [1], the HOMNA
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system still proved its tracking ability, though with varying levels of offsets. The proportional-
integral-derivative (PID) system results exhibited no offsets due to the inherent integral scheme
of the PID controller. Based on the simulation results, it is concluded that the integration scheme
of [1] was simpler to employ with equally satisfying results (i.e., a smoother effect). Both back-
prop trained, HOMNA and PID systems proved their ability to accommodate for the varying
levels of random noise injection.

Though not shown in the table, the original i/o histogram was of cardinality 300+. Larger i/o
histogram sets were attempted with no significant difference in performance for select cases.
With more effort or other techniques, it is believed that the difference could be corrected.

In this project it was discovered that stripping the first few exemplar vectors from the i/o
histogram (or the established training set) made a significant difference in the performance. For
some cases, without stripping the first few inherent exemplar state vectors resulted in erroneous
results ranging from wide dispersion (between setpoint and system state) to complete instability.
The justification for stripping the first few exemplars stems from the scheme of [1]. That is, for
the first few exemplars there is always inherent membership in the training set kernal. For select
cases, the effects of stripping the exemplars before or after the Kernals algorithm software
routine had no indicative difference. Overall, the choice of a back-prop trained or a HOMNA
based neural controller is certainly realizable.
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ABSTRACT

Program Understanding is a subfield of software re-engineering and attempts to recognize the
run-time behavior of source code. To this point, the success in this area has been limited to very
small code segments. An expert system, HLAR (High-Level Algorithm Recognizer), has been
written in CLIPS and recognizes three sorting algorithms, Selection Sort, Quicksort and
Heapsort. This paper describes the HLAR system in general and, in depth, the CLIPS templates
used for program representation and understanding.

INTRODUCTION

Software re-engineering is a field of Computer Science that has developed inconsistently since
the beginning of computer programming. Certain aspects of what is now software re-engineering
have been known by many names: maintenance, conversion, rehosting, reprogramming, code
beautifying, restructuring, and rewriting. Regardless of the name, these efforts have been
concerned with porting system functionality and/or increasing system conformity with
programming standards in an efficient and timely manner. The practice of software
re-engineering has been constrained by the supposition that algorithms written in outdated
languages cannot be re-engineered into robust applications with or without automation.

It is believed by this author that existing software can be analyzed, data structures and algorithms
recognized, and programs optimized at the source code level with expert systems technology
using some form of intermediate representation. This intermediate form will provide a
foundation for common tool development allowing intelligent recognition and manipulation.
This paper describes a portion of the HLAR (High-Level Algorithm Recognition) system [1].

The Levels of  understanding in the software re-engineering and Computer Science fields is
displayed in Figure 1 [2]. The lowest of these, text, is realized in  the simple file operations;
opening, reading, writing and closing. The next level is token understanding and occurs in
compilers within their scanner subsystem. Understanding at the next level, statement, and higher
generally does not occur in most compilers, which tend to break statements into portions and
correctly translate each portion, and, therefore, the entire statement. One exception is the
semantic level which some compilers perform when searching for syntactically correct but
logically incorrect segments such as while (3 < 4) do S.

[7] Program
[6] Plan
[5] Semantic
[4] Compound Statement
[3] Statement
[2] Token
[1] Text

Figure 1. Levels of Understanding
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Software re-engineering requires that higher-level understanding take place and the act of
understanding should be performed on an intermediate form. The representation method used in
this research project is the language ALICE, a very small language with a Lisp-like syntax. It is
intended that programs in existing high-level languages be translated into ALICE for recognition
and manipulation.  This language has only five executable statements; assign, if, loop, call and
goto. All syntactic sugar is removed, replaced with  parentheses. Figure 2 displays a simple
assignment statement. The goto statement is used for translating unstructured programs and the
goal is to transform all unstructured programs into structured ones.

(assign x 0)

Figure 2. Assignment Statement

FACT REPRESENTATION

Prior to initiation of the HLAR system, programs in the ALICE intermediate form are translated
into a set of CLIPS facts which activate (be input to and fulfill the conditions of) the low-level
rules. Facts come in different types called templates (records) which are equivalent to frames and
are ``asserted'' and placed into the CLIPS facts list. Slots (fields) hold values of specified types
(integer, float, string, symbol) and have default values. As a rule fires and a fact, or group of
facts, is recognized, a new fact containing the knowledge found will have its slots filled and
asserted. Continuation of this process will recognize a larger group of facts and, hopefully, one of
the common algorithms.

The assign statement from the previous Figure is translated into the equivalent list of facts in
Figure 2. This is a much more complicated representation, and not a good one for programmers,
but much more suitable for an expert system.

(general_node
  (number 1)
  (sibling 0) 
  (address "2.10.5")
  (node_type assign_node))
(assign_node
  (number 1)
  (lhs_node 1)
  (rhs_node 1)
  (general_node_parent 1))
(identifier_node
  (number 1)
  (operand 2)
  (name "x"))
(expression_node
  (number 1) 
  (operand_1 2))
(integer_literal_node 
  (number 1)
  (operand 2)
  (value 1))

Figure 3. Facts List
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The code of this Figure displays a number of different templates. The general_node is used to
keep all statements in the proper order within a program and the node_type slot describes the
type of statement associated with the node. The template assign_node with its appropriate
number slot , its lhs_slot slot points to the number one operand_node, which is also pointed to by
the operand slot in the number one identifier_node. The rhs_node slot of the assignment points to
the number one expression_node and its operand_1 slot points to the number two operand_node
which is also pointed to by the operand slot in the number one integer_literal_node.

This is a more complex representation of a program than its ALICE form, but it is in a form that
eases construct recognition. An ALICE program expressed in a series of CLIPS facts is a list and
requires no recursion for parsing. Each type of node (i.e. general, assign, identifier,
integer_literal,  operand, expression) are numbered from one and referenced by that number.
Once the ALICE program is converted into a facts list, low-level processing can begin.

TEMPLATE REPRESENTATION

Templates in CLIPS are similar to records or frames in other languages. In the HLAR system,
templates are used in a number of different areas including general token, plan and knowledge
representation. A properly formed template has the general form of the keyword deftemplate
followed by the name of the template, an optional comment enclosed in double quotes and a
number of field locations identifying attributes of the template. Each attribute must be of the
simple types in the CLIPS system: integer, string, real, boolean or symbol (equivalent to a Pascal
enumerated type) and default values of all attributes can be specified.

Currently there are three types of template recognition; general templates are used to represent
the statement sequence that constitute the original program., object templates are used to
represent the clauses, statements and algorithms that are recognized, and control  templates are
used to contain the recognition process.

GENERAL TEMPLATES

The names of all the general templates are listed in Figure 4. These are the templates that are
required to represent a program in a list of facts having been translated from its original language
which is  similar to a compiler derivation tree.

general_node
argument_node
assign_node
call_node
define_routine_node
define_variable_node
define_structure_node
evaluation_node
expression_node
if_node
loop_node
parameter_node
program_node
identifier_node
integer_literal_node
struc_ref_node
struc_len_node
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Figure 4. General Templates

The general_node referenced in this Figure  is used to organize the order of the statements in the
program. Prior to the HLAR system being initialized, a utility program parses the ALICE
program depth-first and generates the facts list needed for analysis. The general_node template is
utilized to represent the order of the statements and contains no pointers to statement nodes. The
statement-type nodes identified in the next section contain all pointers necessary to maintain
program structure.  Each token-type has its own templates for representation within an  ALICE
program. Included are node types for routine definitions, the various types of compound and
simple statements, and the attributes of each of these statements. The various types of simple
statement nodes contain pointers back to the general_node to keep track of statement order.
These statement node templates contain the attributes necessary to syntactically and semantically
reproduce the statements as specified in the original language program, prior to translation into
ALICE.

In an effort to reduce recognition complexity, which is the intent of this research, specialty
templates for each item of interest within a program have been created. An earlier version of this
system had different templates for each form, instead of one template with a symbol-type field
for specification. This refinement has reduced the number of templates required, thus reducing
the amount of HLAR code and the programmer conceptual-difficulty level. The specialty
templates are listed in Figure 5.

spec_call
spec_parameter
spec_exp
spec_assign
loop_algorithm
spec_eval
minimum_algorithm
swap_algorithm
if_algorithm
sort_algorithm

Figure 5. Special Templates

OBJECT TEMPLATES

Expressions are the lowest-common denominator of program understanding. They can occur in
nearly all statements within an ALICE program. To reduce the complexity of  program
understanding, each expression for which we search is designated as a special expression with a
specified symbol-type identifier. Expressions and structure references present a particular
problem since  they are mutually  recursive as expressions can contain structure references and
structure references can contain expressions. This problem came to light as the HLAR system
became too large to run on the chosen architecture (out of memory) with the number of
templates, rules and facts present at one time. Separation of the rules into several passes required
that expressions and structure references be detected within the same rule group. Examples a[i]
and a[i+1] > a[i] represent these concepts.

Figure 6 contains the specialty template for expressions.  This template contains a number of
fields for specific values, but most of interest is the field type_exp. Identifiers that represent
specific expressions are listed as the allowed symbols. Complexity is reduced in this
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representation since multiple versions of  the same statement can be represented by the same
symbol. An example is two versions of a variable  increment statement;  x = x + 1 and x = 1 + x.

(deftemplate spec_exp
  (field type_exp 
    (type SYMBOL) (default exp_none)
    (allowed-symbols
      exp_none exp_0 exp_1 exp_id 
      exp_first exp_div_id_2
      exp_plus_id_1 exp_minus_id_1
      exp_plus_id_2
      exp_minus_id_2 exp_mult_id_2
      exp_plus_div_id_2_1
      exp_minus_div_id_2_1
      exp_div_plus_id_id_2
      exp_ge_id_id exp_gt_const_id
      exp_gt_id_id exp_gt_id_const
      exp_gt_id_minus_id_1
      exp_lt_id_minus_id_1
      exp_gt_strucid_strucid
      exp_lt_strucid_strucid
      exp_lt_strucid_struc_plus_id_1
      exp_gt_strucid_id
      exp_ne_id_true
      exp_or_gt_id_min_id_1_ne_id_t
      exp_or_gt_id_id_ne_id_t
      exp_strucfirst))
  (field id_1 (type INTEGER) (default 0))
  (field id_2 (type INTEGER) (default 0))
  (field id_3 (type INTEGER) (default 0))
  (field exp_nr (type INTEGER) (default 0)))

Figure 6. Expression Template

Recognition of various forms of the assign statement occurs within the variable rules of HLAR.
Common statements such as increments and decrements are recognized, as well as very specific
statements such as x = y / 2 + 1.

Variable analysis is performed from one or more assign statements. The intent is to classify
variables according to their usage, thus determining knowledge about the program derived from
programmer intent and not directly indicated within the encoding of the program. An example
would be saving the contents of one specific location of an array into a second variable such as
small = a[0].

Next come the multiple or compound statements such as the if or loop statements. These
statements are the first of the two-phase rules to fire a potential rule  and an actual rule. The
potential rule checks for algorithm form as is defined against by the standard algorithm. The
actual rule verifies that the proper statement containment and ordering is present. This allows for
smaller rules, detection of somewhat buggy source code and elimination of false positive
algorithm recognition.
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The loop and if statements are the first compound statements that are handled within HLAR.
Both have an eval clause tested for exiting the loop or for choosing the boolean path of the if.
Both of these statements require a field to maintain the limits of the control of the statement.
Generally, a loop or if statement will contain statements of importance within them and the
concept of statement containment will be required to be properly accounted for.

Higher-level algorithms, such as a swap, minimization, or sort, require that subplans be
recognized first. This restriction is due to the size of the Clips rules. The more conditional
elements in a rule, the more difficult and unwieldy for the programmer to develop and maintain.

Control templates are listed in Figure 7. These are used to control the recognition cycle within
Clips. Control templates are necessary after preliminary recognition of a plan by a potential rule
to allow for detection of any intervening and interfering statements prior to the firing of the
corresponding actual rule.

not_fire
assert_nots_scalar
asserts_not_struc

Figure 7. Control Templates

Figure 8 is a hierarchical display of the facts from the previous Figure. It expresses the
relationships among the nodes and shows utilization of the integer pointers used in this
representation.

operand_node 1

general_node 1

operand_node 2

expression_node 1

assign_node 1

identifier_node 1
value "x"

integer_literal_node 1
value 1

Figure 8.

STATEMENT RECOGNITION

This section will describe the recognition process of a simple variable increment as displayed in
Figure 9 as an example of the recognition process. The first rule firing will recognize a special
expression, an identifier plus the integer constant one. The second rule firing will recognize a
variable being assigned a special expression and a third rule will recognize that the identifier  on
the right hand side of the statement and the variable on the left hand side are the same, thus
signifying an incrementing assignment statement.
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(assign x (plus x 1))

Figure 9. Variable Increment

These three rule firings process one statement and further rule conditional elements will attempt
to group this statement with related statements to recognize multi-statement constructs. An
example would have this assign statement within a loop  statement, and both preceded by an x =
0 initialization statement. This would indicate that the variable x is an index of the loop
statement.

SUMMARY AND FUTURE RESEARCH

This research has lead to the development of  a template hierarchy for program understanding
and a general procedure for developing rules to recognize program plans. This method has been
performed by the researcher, but will be automated in future versions of this system.

There are currently three algorithm plans recognized including the selection sort (SSA),
quicksort (QSA)  and heapsort (HSA). The SSA requires 50 rule firings, the QSA requires 90
firings, and the HSA, the longest of the algorithms at approximately 50 lines of code and taking
over 60 seconds on a Intel 486-class machine requires 150 firings. The complete HLAR
recognition system contains 31 templates, 4 functions, and 135 rules.

The research team intends to concentrate on algorithms common to the numerical community.
The first version of the HLAR system has been successful at recognizing small algorithms (less
than 50 lines of code).  Expansion of HLAR into a robust tool requires: rehosting the system into
a networking environment for distributing the recognition task among multiple CPUs,
automating the generation of recognition rules for improved utility, attaching a   database for
consistent information and system-wide (multiple program) information, and a graphical user-
interface.
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G. Giuffrida, C.Pappalardo and G. Stella
University of California

CSATI - Catania
Los Angeles CA 90024

This paper presents a CLIPS application to perform semantic data extraction from maps. The
given input is a very large set of maps, each map reproduces a reduced area of a phone network.
Several basic graphical elements (nodes, connecting links, descriptive text) have been used for
drawing such maps. Standards have been defined over the graphical elements (shape, size, pen
thickness, etc.) in order to make a more uniform graphical representation among the set of maps.
At drawing time no semantic meta-data have been associated to the maps; all the objects have
been drawn only for the sake of graphical representation and printing.

The new generation of powerful GIS systems have so created the stimulous and the need of a
richer data description. Metadata are required in order to get out the most from such graphical
representations. Sophisticated graphical query/asnwering mechanism will be made available to
the user once the enriched set of data will migrate to a GIS system. Purpose of this application is
to create the required metaknowledge starting from the flat graphical representation of the input
maps. Examples of metadata of interest are: association between links and text describing
technical characteristics of such links; connectivity graph, classification of nodes.

The discussed application is strongly based on graphical reasoning; CLIPS set of built-in
functions was extended in order to implement computational geometry algorithms. A graphical
version of CLIPS, namely G-CLIPS, has been created to properly support implementation of our
application. Interesting general purpose graphical features are then available in G-CLIPS.
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ABSTRACT

The proliferation of Automatic Test Equipment (ATE) is resulting in the generation of large
amounts of component data. Some of this component data is not be accurate due to the presence
of noise. Analyzing this data requires the use of new techniques. This paper describes the process
of developing an expert system to analyze ATE data and provides an example rule in the CLIPS
language for analyzing trip thresholds for high gain/high speed comparators.

INTRODUCTION

We are seeing a proliferation of “Simple” Automatic Test Equipment (ATE) based on personal
computers. Large quantities of test data is being generated by these test stations. Some of this
data will not accurately represent the true characteristics of the equipment being tested,
particularly when the power supply in the personal computer is being used to power the ATE
circuitry. This paper discusses a methodology for developing an expert system to examine the
data files generated by the ATE. This expert system can be used to produce a data file containing
the “most probable” data values with the effect of power supply noise removed. These “most
probable” data values are based on specific statistical processes and special heuristics selected by
the rule base.

THE NEED FOR A NEW APPROACH OF DATA ANALYSIS

Power supply noise can become a significant source of error during testing of high speed/high
accuracy Analog to Digital (A/D) and Digital to Analog (D/A) converters (10-bits or greater) or
high speed/high gain comparators. This power supply noise can cause:

° erratic data values from an A/D converter,

° wandering analog outputs (which can translate to harmonic distortion) from a D/A
converter, and

° false triggers from a comparator.

A 10-bit A/D converter, optimized to measure voltages in the 0 to 5 V range, has a voltage
resolution of 4.88 mV (i.e., the least significant bit--LSB--represents a voltage step of 4.88 mV).
The 5 volt power bus on a personal computer (i.e., an IBM or third party PC) can have noise
spikes in excess of 50 milivolts (mV). These noise spikes can, therefore, represent an error of
greater than ten times the value of the LSB.

Even though the noise spikes on the PC power bus are considered high frequency (above a
hundred Megahertz), high speed A/D converters and high speed comparators can capture enough
energy from them to affect their operation.
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The power supply noise is both conducted and radiated throughout the PC enclosure. Simple
power line filters do not prevent noise from entering the ATE circuitry and affecting the tests
being performed. Much of the noise is cyclic in nature, such as that resulting from Dynamic
Random Access Memory (DRAM) refresh and I/O polling. Other noise can be tied to specific
events such as disk access.

The best method of improving the accuracy of the ATE is proper hardware design. Using power
line filters does provide some noise isolation. Metal enclosures can also reduce susceptibility to
radiated emissions. Noise canceling designs will also help. Self powered, free standing ATE
which is optically coupled to the PC is probably the cleanest solution (from a power supply noise
perspective). However, there are cases when an existing design must be used, or when cost
and/or portability factors dictate that the ATE be housed within the PC. In these situations, an
expert system data analysts can be used to enhance the accuracy of the test data.

The Traditional Software Approach

The traditional software approach to remove noise from a data sample is to take several readings
and average the values. This approach may be acceptable if the system accuracy requirement is
not overly stringent. A procedural language such as FORTRAN would be a good selection for
implementing a system that just calculates averages. If A/D or D/A linearity is being tested, the
averaging approach may not be accurate enough. The problem with this particular approach is
that all of the data values that have been “obviously” affected by noise (as defined by “an
expert”) are pulling the average away from the true value.

The Expert System Approach

An expert system could be devised to cull out the “noisy” data values before the average is taken,
resulting in a more accurate average. The problem is to develop an expert system that can be
used to identify when noise might be effecting a data value.

THE PROCESS

The first step in developing an expert system to remove noisy data from the calculations is to
define how the noise affects the circuits. For example, a voltage ramp is frequently used to test
the linearity of an A/D converter and the trip points of a comparator. How does noise on that
voltage ramp affect the performance of the circuitry being tested?
As a voltage source ramps down from 5 volts to Ø volts, noise can cause high speed A/D
converters to output a data set with missing and/or repeated data values. Figure 1 shows the
possible effect of random noise on the output of an A/D converter; the data line in this graph
represents the source voltage that has been corrupted by noise and then quantized to represent the
output of an A/D converter. Even though the general trend may be linear, the actual data is not.

Noise on a Ø to 5 volt ramp can cause a high speed comparator to change states too early or too
late. Another common effect of noise on a comparator is a “bouncy” output (turning on and off in
quick succession before settling to either the “on” or “off” state). Figure 2 shows the effect of
noise on the output of the comparator.

The next step is to identify how the noise appears on the output of the equipment being tested. As
seen in Figure 1, noise can cause runs of numbers with the same output from the A/D converter
(e.g., three values in succession that the A/D converter interprets as 4002 mV). We also see
missing data codes (as in the run of 3919, 3919, 3933, 3933--repeating the data values 3919 and
3933 but missing the data values 3924 and 3929 mV). Figure 2 shows an unexpected “on” and
“off” cycle from the comparator before the voltage ramp reached the true trip point of 3970 mV.
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An additional cycle to the off state occurs at the end of the grapg as seen in the comparator
output going to 0 V, it should have stayed in the high (+5 V) state.
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A/D output 3919, 3919, 3933, 3933
Improper slope and repeating data values

Figure 1. A/D Output Errors Caused by a Noisy Voltage Source

For brevity, the rest of this paper focuses on the comparator example; the approaches discussed
for the comparator are directly applicable to the A/D converter as well.
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Figure 2. Comparator Output With a Noisy Source Signal
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In most test set-ups, there will be no synchronization between any cyclic noise in the PC and the
data acquisition process because most computer systems fill a buffer before dumping the data to
the disk drive (this is ture unless the code generated for data acquisition goes through the specific
process of “read data” “forced write to the disk” “read data” “forced write to the disk” etc.). This
means that the cyclic noise will affect the data at random times during the data taking process.
The non-cyclic random noise will, of course, appear at random times. Therefore, if we repeat the
test multiple times, the noise should manifest itself at different places in the test sequence each
time.

The noise shown in Figures 1 and 2 is random, with peaks as high a 50 mV. These plots were
constructed to demonstrate the effect of noise on the circuitry. Under normal conditions, with the
test voltage generated in a PC, the actual source voltage would look like the data shown in Figure
3. The “Source Voltage ramp” in Figure 3 shows noise spikes as high as 65 mV at regular
intervals. The area between the noise spikes has some low—level asynchronous noise. The
results of the combination of low level random noise and high level cyclic noise on a comparator
is shown at the bottom of the graph (the voltage trip level is still set at 3970 mV).
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Figure 3. Noise Waveform During Test

Table 1 lists the voltages at which the comparator output shifts between Ø V and 5 V. The table
also shows the voltages of the initial “bounce” on and off (“Off to On #1” and “On to Off #1”),
and the inadvertent bounce off and back on (“On to Off #2” and “Off to On #3”). A basic set of
rules starts to emerge when this noise spectrum is combined with knowledge of the effect of
noise on the data taking process.

DEVELOPING THE RULE SET

Three sets of data were accumulated for each threshold analysis. These data sets were separated
in time by only seconds as the ATE reset itself; this meant that the basic environmental factors
were fairly consistent (an important factor when using any statistical process on data). The
following rules are shown in order of precedence, from most important to least important.
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Salience levels were used to ensure the most important rule would fire before a rule of lesser
importance.

Once the optimum data value is selected by a rule, the data is written to an output file. The old
data is then removed from the fact list to prevent a rule of lower precedence from firing and
changing the data value again.

Comparator ID Off to On # 1 On to Off # 1 Off to On # 2 On to Off # 2 Off to On # 3

001 3974 3972 3968 3922 3920 

•

•

•

Table 1. Comparator Input Threshold Voltage Test

Rule 1

The first rule developed was one of common sense. If the comparator does not show any bounces
in any of the three data sets, and the data values are identical, that value should be used.

Rule 2

The second rule is similar. If two of the three data sets contain no bounces and the comparator
output changes from Ø V to 5 V at the same input ramp voltage, the data value found in those
two data sets is used. This rule takes effect (is instanciated) regardless of the number of bounces
in the third data set (i.e., the third data set could contain a single trip level or 3 trip levels--as in
Figure 3--or 100 trip levels). In mathematical terms this is called selecting the mode of the data
(i.e., the most commonly repeated value in a data set [1]).

The second rule handles the possible situation of the noise spike occurring just prior to the time
the true source voltage exceeds the trip level. The noise spike would cause the comparator to trip
early. The philosophy behind the rule is that the high level noise spikes seen in Figure 3 can
cause the comparator to switch early in one data set, but the probability of the noise spike
affecting two data sets the same way is extremely low.

This rule will also fire if none of the three data sets have bounces, and the values are the same. If
both rule 1 and rule 2 fire, the trip level will be recorded in the output file twice. Repeated data in
the output file can cause other data analysis programs to have problems. This is the reason the
old data (the data used to infer the optimum trip level) is removed by each rule that fires; so that
the rule with the highest precedence will remove the trip level data, preventing a secondary rule
from also firing.

Rule 3

The next rule handles the case where no bounces are detected, but the trip levels in the three data
sets are all different. In this situation, it is difficult to determine which data set contains good
data and which might contains noisy data. We decided to average the two closest together values.
This averaging represents the effect of finding a trip level that is between two steps in the voltage
ramp (e.g., the addition of low-level noise causing the comparator to trip at one level one time
and another level the second time). If all three data values are equally dispersed, the average of
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all three values is taken. The mathematics used to implement this rule in effect takes the median
of the data when all three data sets were used (an easy way of selecting the average of three
equally dispersed numbers).

In hindsight, another method of approaching the same rule is to track the interval of the 65 mV
noise spike. By tracking the last occurrence of comparator output bounces, the period of the large
cyclic noise spike can be determined (this approach requires an additional pass through the data
to determine the period of the cyclic noise). The period of the cyclic noise can be used as an
additional constraint, and the data set(s) that are closest to the middle of their periods can be
averaged.

At this point, we have covered all of the easy rules. The following rules rely more on heuristics
developed by the project research team (i.e., the domain experts).

Rule 4

The fourth rule covers the case when two of the data sets contain no bounces, but the data values
are different, and the third file contains bouncy data. In this situation, we decided to average the
data from the two non-bouncy data sets. An additional precaution was added to this rule in that if
either of the two values is more than ±5% from the average value, the operator is notified of the
comparator being tested and the two trip voltage levels.

Rule 5

If only one of the data sets doesn’t contain bouncy data, the data value of that one data set is
used. This rule covers the case when “the experts” feel that two of the data sets are affected by
some high level noise spikes. It is “felt” that the one file non-bouncy data set contains the most
accurate trip level on the most frequent basis.

Rule 6

The final case is when all three data sets contain bounces. This means that all three data sets have
been affected by noise. In Figure 3, the noise spikes are only one reading increment wide. Both
the on-off cycle and the off-on cycle are in the inverted state for one data reading. The difference
between the first two data values in Table 1 is 2 mV; this is also true for the last two data values.
The difference between the second and third data values is 4 mV, and the difference between the
third and fourth data values is 46 mV. The comparator settles to the “On” state at 3968 mV. The
rule that forms out of this analysis is to select for the trip level (when the comparator turns “On”)
the voltage that has the greatest difference between it and the adjacent “Off” voltage (e.g., in
Figure 3, the trip level would be selected as 3968 mV, the point which starts the 46 mV span
before the next “Off” spike).

The average of all 5 data values is 3951.20 mV; an error of 16.8 mV compared to the 3968 mV
trip level. The average of the 3 values which cause an “Off to On” transition of the comparator is
3954 mV; an error of 14 mV. The increase in accuracy is easily seen in this example. But, we are
not done yet. What if all of the transitions of the comparator occur at equal voltage intervals?

There is no clear cut heuristic when all of the “Off to On” and “On to Off” data values are evenly
spaced. The system we developed defaulted to the first “Off to On” transition. Depending on the
system implementation, the middle “Off to On” transition may be the best selection.
The coding of this rule is a little tricky. The code in Figure 4 shows how this rule could be
implemented in CLIPS.

122



(defrule Compromise
"This rule finds the most probable data value out of a set of bounces"
(Evaluate_Data)  ; flag fact that allows the compromise rule to function
?Orig_Data <- (?set&set_1|set_2|set3 $?data)   ;get the data
(test (>= (length $?data) 2))         ;test for bounces
=>
(retract ?Orig_Data)  ;Get rid of the data set that is to be replaced
(bind ?elements (length $?data))
(if (evenp ?elements)

then
(assert (?set 0))  ;Bit ended in original state--no data
else
(bind ?delta 0)  ;Set up the variable to find the largest difference
(bind ?y 2)  ;Pointer to the first even number (position) data value
(while (<= ?y ?elements)

(bind ?x (- ?y 1))  ;Pointer to the position preceding ?y
(bind ?z (+ ?y 1))  ;Pointer to the position following ?y
(bind ?test_val (abs (- (nth ?x $?data) (nth ?y $?data))))
(if (> ?test_val ?delta)

then
(bind ?pointer ?x)
(bind ?delta ?test_val))

(bind ?test_val (abs (- (nth ?y $?data) (nth ?z $?data))))
(if (> ?test_val ?delta)

then
(bind ?pointer ?z)
(bind ?delta ?test_val))

(bind ?y (+ ?y 2)))  ;Increment ?y to the next even position
; put the new data on the fact list
(assert (?set =(nth ?pointer $?data)))))

Figure 4. CLIPS Code Implementing Rule Number 6

The actual searching of the data set is performed in the “while” statement found on the right hand
side of the rule (the “then” part of the rule, found after the “=>” symbols).

Rule 6 is be performed on all three data sets separately. Remember that this rule is invoked only
when bounces are seen in all three data sets. This point helps to alleviate some of the worry
surrounding the case where all of the trip levels are equally dispersed. Once all three data sets are
evaluated and a single voltage level is selected, the three new values are put on the fact list to be
operated on by the first 5 rules. Only rules number 1 through 3 actually apply since none of the
data generated by rule 6 would contain bounces.

CONCLUSIONS

This process demonstrates a new approach to analyzing data taken by ATE. Increases in
accuracy of 14 to 17 mV is demonstrated in rule 6. The other rules select the heuristic or
statistical procedure used to determine the best data value from the multiple data sets provided.
This paper illustrates the method of developing a set of rules, implementable in CLIPS, for
defining the presence of noise in a data set and for removing the noisy data from the calculations.
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ABSTRACT

This paper describes flight results from the use of a CLIPS-based validation facility to compare
analyzed data from a space life sciences (SLS) experiment to an investigator’s pre-flight model.
The comparison, performed in real-time, either confirms or refutes the model and its predictions.
This result then becomes the basis for continuing or modifying the investigator’s experiment
protocol. Typically, neither the astronaut crew in Spacelab nor the ground-based investigator
team are able to react to their experiment data in real time. This facility, part of a larger science
advisor system called Principal-Investigator-in-a-Box, was flown on the Space Shuttle in
October, 1993. The software system aided the conduct of a human vestibular physiology
experiment and was able to outperform humans in the tasks of data integrity assurance, data
analysis, and scientific model validation. Of twelve pre-flight hypotheses associated with
investigator’s model, seven were confirmed and five were rejected or compromised.

INTRODUCTION

This paper examines results from using a CLIPS-based scientific model validation facility to
confirm, or refute, a set of hypotheses associated with a Shuttle-based life-science experiment.
The model validation facility was part of a larger software system called “PI-in-a-Box” (Frainier
et al., 1993) that was used by astronauts during the October, 1993 Spacelab Life Sciences 2
(SLS-2) mission. The model validation facility (called Interesting Data Filter in the PI-in-a-Box
system) compares the output of the scientific data analysis routines with the investigator’s pre-
flight expectations in real-time.

The model validation facility compares analyzed data from the experiment with the investigator’s
model to determine its fit with pre-flight hypotheses and predictions. The fit can be either
statistical or heuristic. Deviations are reported as “interesting”. These deviations are defined as
“needing confirmation”, even if not part of the original fixed protocol. If confirmed, then at least
a portion of the theoretic model requires revision. Further experiments are needed to pinpoint the
deviation. This idea is at the heart of the iterative process of “theory suggesting experiment
suggesting theory”.

THE ROTATING DOME EXPERIMENT

The PI-in-a-Box software system was associated with a flight investigation called the Rotating
Dome Experiment (RDE). This was an investigation into the effects of human adaptation to the
micro-gravity condition that exists in Earth-orbiting spacecraft. A sensation, called “angular
vection”, was induced in a set of human subjects by having them view a rotating field of small,
brightly-colored dots. After a few seconds, the subject perceives that s/he is rotating instead of
the constellation of dots. This perception of self-rotation generally persists throughout the time
that the dots are rotating, though occasionally the subject realizes that it is in fact the dots that are
rotating. This sudden cessation of the sensation of vection is termed a “dropout”. With the RDE,
the field of dots rotates in a set direction (clockwise/counter-clockwise) with a set speed for 20
seconds. There is a 10-second pause, and then the rotation resumes (though with a new direction
and/or angular speed). There are six such 20-second trials for each experiment run.
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There are three experiment conditions for RDE subjects. In the first, called “free-float”, the
subject grips a biteboard with his/her teeth in front of the rotating dome (and is otherwise
floating freely). In the second, called “tether”, the subject is loosely tethered to the front of the
rotating dome without the biteboard. In the third, called “bungee”, the subject is attached to the
“floor” of the laboratory by a set of bungee cords, again teeth gripping a biteboard.

There are eight main parameters measured with respect to angular vection during the RDE. Four
of these parameters are “subjective”, meaning that the subject consciously reports them by
manipulating a joystick/potentiometer: These are the time interval from the start of dome rotation
to the onset of the sensation of vection (measured in seconds), the average rate of perceived
vection (expressed as a percent of the maximum), the maximum rate of perceived vection (also
expressed as a percent of the maximum), and the number of times during a 20-second trial that
the sensation suddenly ceases (the dropout count, an integer). The remaining four parameters are
“objective”, meaning that the subject’s involuntary movements are recorded. These are the first
and second head movements associated with the torque strain gage mounted on the biteboard and
the same head movements associated with subject neck muscle activity detectors
(electromyograms). These eight parameters were measured for each 20-second trial of a run.

In the flight system, twelve distinct hypotheses were identified. These were all associated with
the joystick-generated subjective parameters. They are:

1. There should be some sensation of angular vection.
2. The average time for the onset of the sensation of vection for the six trials of a run

should be greater than 2 seconds*.
3. The average time for the onset of the sensation of vection for the six trials of a run

should be less than 10 seconds.
4. Early in a mission, before adaptation to micro-gravity is significantly underway, the

average of the six trials’ maximum sensation of vection should be less than 90%.
5. Late in a mission, after adaptation to micro-gravity is complete, the average of the six

trials’ maximum sensation of vection should be more than 80%.
6. Tactile cues decrease the sensation of vection, therefore, the average of the six trials’

maximum sensation of vection for a free-float run should be more than that of a bungee
run.

7. The average of the six trials’ average sensation of vection should be more than 30%.
8. The average of the six trials’ average sensation of vection should be less than 80%.
9. Tactile cues decrease the sensation of vection, therefore, the average of the six trials’

average sensation of vection for a free-float run should be more than that of a bungee
run.

10. There should be at least one dropout during a bungee run.
11. There should not be an average of more than two dropouts per trial during a free-float

run.
12. The average of the six trials’ dropout count for a free-float run should be less than that of

a bungee run.

MODEL VALIDATION

Real-time, quick-look data acquisition and analysis routines extract significant parameters from
the experiment that are used by the model validation facility (see Figure 1). With the RDE,
predictions were formed on the basis of data from two sources. The first source was previously-
collected flight data. (The RDE was flown on three earlier missions: SL-1, D-1, and SLS-1.) The

*Strictly speaking, the numeric value of this hypothesis (and most other hypotheses) was subject to adjustment on a
subject-by-subject basis as a result of pre-flight "baseline data" measurements. This was due to the significant
variability between individual human subjects.
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second source was from SLS-2 crew responses recorded on earth before the flight during
baseline data collection sessions. These predictions were used to define thresholds that, if
violated, indicated significant deviations from the investigator’s model. Many space life-sciences
investigations (including the RDE) are exploratory in nature, and the investigator team expected
significant deviations for perhaps 20% of the experiment runs. When detected, these deviations
were made available for display to the astronaut-operator. It is then that the reactive scientist
briefly reflects on the situation and try to exploit the information to increase the overall science
return of the experiment. This would most likely result in a change to the experiment protocol.

Protocol Management

Data Integrity Assurance

Diagnosis/Troubleshooting/Repair

Data Analysis

Model Validation

Data Acquisition

Figure 1. Flow of control.

For the PI-in-a-Box system, the model validation facility was named the Interesting Data Filter
(IDF). The IDF was a set of CLIPS rules and facts that compared current experiment results with
the investigator’s preflight expectations. There were approximately two dozen rules† and 40 facts
that comprised the pre-flight hypotheses.

FLIGHT RESULTS

Results of the flight use with respect to the 12 hypotheses are listed in Table 1:

• the first column identifies the hypothesis number from the list of hypotheses presented
earlier.

• the second column is the binomial probability of observing the given outcome assuming
95% of the run results agree with the model.

• the third column is our conclusion with respect to the hypothesis given the overall SLS-2
flight evidence. The hypothesis is rejected when the probability of observing the flight
results given the hypothesis is < 0.001; it is compromised when the probability of
observing the flight results given the hypothesis is < 0.01; it is suspect‡ when the
probability of observing the flight results given the hypothesis is < 0.05; and it is
accepted otherwise.

†See Appendix for listing of CLIPS rules.
‡This case does not occur for this data set.
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• the fourth column summarizes the mission results. This is expressed as a ratio where the
denominator represents the number of experiment runs producing data that bears on the
hypothesis and the numerator represents the subset of those experiment runs whose data
supports the hypothesis. The entry “n/a” denotes that the hypothesis was not applicable
to that flight day.

• the last three columns present a more detailed view of the results from each of the three
flight days (fd) when the system was in use.

These results indicate that seven of 12 pre-flight hypotheses were accepted. Five hypotheses
were either rejected or compromised, indicating a need to modify the existing model with respect
to the pattern of human adaptation to weightlessness over time, with respect to the importance of
dropouts as an indication of adaptation, and with respect to the influence of tactile cues.

hyp # probability result mission total FD2 FD8 FD11
1 1.0000 accepted 38/38 12/12 14/14 12/12
2 0.2642 accepted 18/20 6/6 8/8 4/6
3 1.0000 accepted 38/38 12/12 14/14 12/12
4 1.0000 accepted 12/12 12/12 n/a n/a
5 0.0000 rejected 0/12 n/a n/a 0/12
6 0.0040 compromised 17/22 3/4 9/10 5/8
7 0.8576 accepted 37/38 11/12 14/14 12/12
8 1.0000 accepted 38/38 12/12 14/14 12/12
9 0.0040 compromised 17/22 4/4 8/10 5/8
10 0.0000 rejected 5/13 1/4 3/5 1/4
11 1.0000 accepted 13/13 4/4 5/5 4/4
12 0.0009 rejected 14/22 4/4 5/10 5/8

Table 1. Flight data confirmation of vection-related hypotheses.

CONCLUSION

A scientific model validation facility has been devised for space science advisor systems that
appears to be a useful framework for confirming or refuting pre-flight hypotheses. This facility is
a key step to achieving truly reactive space-based laboratory science.
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APPENDIX: MODEL VALIDATION FLIGHT RULE-SET

;; ;these rules follow CLIPS v4.3 syntax

;;start up IDF
(defrule idf-startup

(idf)
(disk-drive ?disk)
(interface-directory ?dir)
=>
(bind ?predictions-file (str_cat ?disk ?dir “BDC-predictions”))
(bind ?input-file (str_cat ?disk ?dir “idf-input”))
(load-facts ?predictions-file)
(load-facts ?input-file)
(assert (idf-result not-interesting)) ; the default result
(open (str-cat ?disk ?dir “idf-stats”)

idf-stats “w”)) ; no append w/o file size limit checking!

;; formula: SD_square = (1/n)(sum_of squares - (square of sum)/n)
(defrule compute_statistics_for_six_trials

(declare (salience 10))
(?parameter trial_data ?t1 ?t2 ?t3 ?t4 ?t5 ?t6)
=>
(bind ?sum (+ (+ (+ (+ (+ ?t1 ?t2) ?t3) ?t4) ?t5) ?t6))
(bind ?sum_of_squares (+ (** ?t1 2) (** ?t2 2) (** ?t3 2)

                            (** ?t4 2) (** ?t5 2) (** ?t6 2)))
(bind ?mean (/ ?sum 6))
(bind ?SD_square (/ (- ?sum_of_squares (/ (** ?sum 2) 6)) 6))
(bind ?SD (sqrt ?SD_square))
(assert (?parameter sum ?sum))
(assert (?parameter sum of squares ?sum_of_squares))
(assert (?parameter experiment_result ?mean))
(assert (?parameter standard deviation ?SD)))

;;; Parameter-specific rules to detect interestingness

;; ONSET_OF_VECTION

;; Onset of vection is interesting if it’s non-existent
;; (that is, less than 0.03 seconds)
(defrule no-vection-detected

(declare (salience 5))
(Onset_Of_Vection experiment_result ?x&:(< ?x 0.03))
=>
(assert (no-vection-detected)))

(defrule no-vection-detected--interesting
(declare (salience 5))
(no-vection-detected)
(Maximum_Vection_Intensity experiment_result ?x&:(< ?x 10))
=>
(assert (Onset_Of_Vection conclusion potentially_interesting

            “No vection was detected.”)))

;; Onset of vection is interesting if it’s consistently < threshold
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;; (but >= 0.03)
(defrule onset_of_vection_less_than_2

(Onset_Of_Vection experiment_result ?mean_found)
(subject ?subj)
(BDC-datum ?subj quick_onset ?threshold)
(test (and (> ?mean_found 0.03) (< ?mean_found ?threshold)))
=>
(bind ?msg (str_cat “Mean onset of vection is less than “

                       ?threshold “ seconds”))
(assert (Onset_Of_Vection conclusion potentially_interesting ?msg)))

;; Onset of vection in flight is interesting if it’s
;; consistently > threshold
(defrule onset_of_vection_greater_than_10

(environment flight)
(subject ?subj)
(BDC-datum ?subj slow_onset ?threshold)
(Onset_Of_Vection experiment_result

                     ?mean_found&:(> ?mean_found ?threshold))
=>
(bind ?msg (str_cat “Mean onset of vection is greater than “

                       ?threshold “ seconds”))
(assert (Onset_Of_Vection conclusion potentially_interesting ?msg)))

;; MAXIMUM_VECTION_INTENSITY

(defrule early_interesting_maximum_vection
; Early in flight (Day 0 / Day 1), maximum vection is
; interesting if it’s consistently > threshold.

(environment flight)
(day 0|1)
(subject ?subj)
(BDC-datum ?subj early_hi_max ?threshold)
(Maximum_Vection_Intensity experiment_result

         ?mean_found&:(> ?mean_found ?threshold))
(not (no-vection-detected))
=>
(bind ?msg (str_cat “Max vection intensity mean is greater than “

                       ?threshold “%”))
(assert (Maximum_Vection_Intensity conclusion

                               potentially_interesting ?msg)))

(defrule late_interesting_maximum_vection
; Late in the flight, maximum vection is interesting
; if it’s consistently < threshold

(environment flight)
(day ?day&:(> ?day 7)) ; “Late” is Day 8 or later
(subject ?subj)
(BDC-datum ?subj late_lo_max ?threshold)
(Maximum_Vection_Intensity experiment_result

           ?mean_found&:(< ?mean_found ?threshold))
(not (no-vection-detected))
=>
(bind ?msg (str_cat “Max vection intensity mean is less than “

         ?threshold “%”))
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(assert (Maximum_Vection_Intensity conclusion
                               potentially_interesting ?msg)))

;; Max vection is interesting if tactile > free-float
(defrule free-below-bungee--interesting--maximum-vection

(body_position free-flt)
(Maximum_Vection_Intensity experiment_result ?ff)
(Maximum_Vection_Intensity running_mean

         ?val&:(> ?val ?ff)) ; bungee mean
=>
(assert (Maximum_Vection_Intensity conclusion potentially_interesting

“Subj’s max. vection < bungee cond. max. vection”)))

(defrule bungee-above-free--interesting--maximum-vection
(body_position bungee)
(Maximum_Vection_Intensity experiment_result ?b)
(Maximum_Vection_Intensity running_mean

            ?val&:(> ?b ?val)) ; free-float mean
=>
(assert (Maximum_Vection_Intensity conclusion potentially_interesting

“Subj’s max. vection > free-float cond. max. vection”)))

;; AVERAGE_VECTION_INTENSITY

(defrule low_average_vection_intensity
; Average vection intensity is interesting if it’s consistently < threshold

(environment flight)
(subject ?subj)
(BDC-datum ?subj lo_average ?threshold)
(Average_Vection_Intensity experiment_result

         ?mean_found&:(< ?mean_found ?threshold))
(not (no-vection-detected))
=>
(bind ?msg (str_cat “Avg. vection intensity mean is less than “

                     ?threshold “%”))
(assert (Average_Vection_Intensity conclusion

                   potentially_interesting ?msg)))

(defrule high_average_vection_intensity
; Average vection intensity is interesting if it’s consistently > threshold

(environment flight)
(subject ?subj)
(BDC-datum ?subj hi_average ?threshold)
(Average_Vection_Intensity experiment_result

            ?mean_found&:(> ?mean_found ?threshold))
(not (no-vection-detected))

=>
(bind ?msg (str_cat “Avg. vection intensity mean is greater than “

                     ?threshold “%”))
(assert (Average_Vection_Intensity conclusion potentially_interesting

                                  ?msg)))

;; Average vection is interesting if tactile > free-float
(defrule free-below-bungee--interesting--average-vection

(body_position free-flt)
(Average_Vection_Intensity experiment_result ?ff)
(Average_Vection_Intensity running_mean
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         ?val&:(> ?val ?ff)) ; bungee mean
=>
(assert (Average_Vection_Intensity conclusion potentially_interesting

“Subj’s ave. vection < bungee cond. ave. vection”)))

(defrule bungee-above-free--interesting--average-vection
(body_position bungee)
(Average_Vection_Intensity experiment_result ?b)
(Average_Vection_Intensity running_mean

           ?val&:(> ?b ?val)) ; free-float mean
=>
(assert (Average_Vection_Intensity conclusion potentially_interesting

“Subj’s ave. vection > free-float cond. ave. vection”)))

;; DROPOUTS

;; Number of dropouts is interesting if it’s
;; consistently 0 under tactile conditions
(defrule interesting_dropouts_tactile

(environment flight)
(body_position bungee)
(Dropouts experiment_result 0)
(not (no-vection-detected))
=>
(assert (Dropouts conclusion potentially_interesting

“There were no dropouts with bungees attached”)))

;; Number of dropouts is interesting if it’s
;; consistently >2 under free-float conditions
(defrule interesting_dropouts_free

(environment flight)
(body_position free-flt)
(Dropouts experiment_result ?mean_found&:(> ?mean_found 2))
=>
(assert (Dropouts conclusion potentially_interesting

“Mean number of free-float dropouts is greater than 2”)))

;; Number of dropouts is interesting if tactile consistently < free-float
(defrule free-above-bungee--interesting--dropouts

(body_position free-flt)
(Dropouts experiment_result ?ff)
(Dropouts running_mean ?val&:(> ?ff ?val)) ; bungee mean
=>
(assert (Dropouts conclusion potentially_interesting

“Subj’s dropout count > bungee cond. dropout count”)))

(defrule bungee-below-free--interesting--dropouts
(body_position bungee)
(Dropouts experiment_result ?b)
(Dropouts running_mean ?val&:(< ?b ?val)) ; free-float mean
=>
(assert (Dropouts conclusion potentially_interesting

“Subj’s dropout count < free-float cond. dropout count”)))

;;; OUTPUT STATS
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(defrule output_idf_stats
(?parameter experiment_result ?mean)
(?parameter standard deviation ?SD)
(body_position ?cond)
(subject ?subj)
=>
(fprintout idf-stats “Subject: “ ?subj “ Cond: “ ?cond

              “ “ ?parameter “ mean: “ ?mean “ SD: “ ?SD crlf))

;; Output Interestingness info to “Session History”
;; file for Session Manager
(defrule record-interestingness--start

(declare (salience -100))
(?parameter conclusion ?interesting ?source)
?f <- (idf-result not-interesting)
(disk-drive ?disk-drive)
(interface-directory ?interface-dir)

=>
(retract ?f)
(assert (idf-result interesting))
(open (str-cat ?disk-drive ?interface-dir “history-session”)

                  history-session “a”)
(assert (record-interestingness)))

; potentially_interesting => medium
; certainly_interesting => high
(defrule record-interestingness

(record-interestingness)
?int <- (?parameter conclusion ?interesting ?source)
(subject ?subj)
(body_position ?cond)
(current-step ?step)
(this-session ?session)

=>
(retract ?int)
(if (eq ?interesting potentially_interesting)
then (bind ?level medium)
else (bind ?level high))
(fprintout history-session “(int-hist class interesting session “

          ?session “ step “ ?step “ subj “
 ?subj “ cond “ ?cond “ source “ ?source “ level “

          ?level “)” crlf))

(defrule record-interestingness--end
(record-interestingness)
(not (?parameter conclusion ?interesting ?source))

=>
(close)
(assert (ctrl--stop idf)) ; inhibit rules-control “abnormal” message
(printout “hyperclips” “interesting”)) ; return to HyperCard

(defrule no-interesting-results
(declare (salience -200))
(idf-result not-interesting)

=>
(close)
(assert (ctrl--stop idf))
(printout “hyperclips” “as-expected”)) ; return to HyperCard
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ABSTRACT

As today’s software becomes increasingly complex, the need grows for intelligence of one sort
or another to become part of the application- often an intelligence that does not readily fit the
paradigm of one’s software development.

There are many methods of developing software, but at this time, the most promising is the
Object Oriented (OO) method. This method involves an analysis to abstract the problem into
separate ‘Objects’ that are unique in the data that describe them and the behavior that they
exhibit, and eventually to convert this analysis into computer code using a programming
language that was designed (or retrofitted) for OO implementation.

This paper discusses the creation of three different applications that are analyzed, designed, and
programmed using the Shlaer/Mellor method of OO development and C++ as the programming
language. All three, however, require the use of an expert system to provide an intelligence that
C++ (or any other ‘traditional’ language) is not directly suited to supply. The flexibility of
CLIPS permitted us to make modifications to it that allow seamless integration with any of our
applications that require an expert system.

We illustrate this integration with the following applications:

1. An After Action Review (AAR) station that assists a reviewer in watching asimulated
tank battle and developing an AAR to critique the performance of the participants in the
battle.

2. An embedded training system and over-the-shoulder coach for howitzer crewmen.

3. A system to identify various chemical compounds from their infrared absorption spectra.

Keywords - Object Oriented, CLIPS

INTRODUCTION

The goal of the project was to develop a company methodology of software development. The
requirement was to take Object Oriented Analysis (done using the Shlaer-Mellor method) and
efficiently convert it to C++ code. The result was a flexible system that supports reusability,
portability and extensibility. The heart of this system is a software engine that provides the
functionality the Shlaer/Mellor Method [2, 3] allows the analyst to assume is available. This
includes message passing (inter-process communication), state machines and timers. CLIPS
provides an excellent example of one facet of the engine. Its portability is well-known, and its
extensibility allowed us to embed the appropriate portions of our engine into it. We could then
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modify its behavior to make it pretend it was a natural object or domain of objects. This allowed
us to add expert system services to any piece of software developed using our method (and on
any platform to which we have ported the engine).

OBJECT ORIENTED METHODS

The principal concept in an OO Method is the object. Many methods include the concept of
logically combining groups of objects. The logic behind determining which objects belong to
which grouping is as varied as the names used to identify the concept. For example, Booch [4]
uses categories and Rumbaugh [5] uses aggregates. Shlaer/Mellor uses domains [3]. Objects are
grouped into Domains by their functional relationships; that is, their behavior accomplishes
complementary tasks.

Figure 1 shows that the operating system is its own domain. It is possible the operating has very
little to do with being OO, but it is useful to model it as part of the system. Another significant
domain to note is the Software Architecture Domain. This is the software engine that provides
the assumptions made in analysis. The arrows denote the dependence of the domain at the
beginning of the arrow upon the domain at the end of the arrow. If the model is built properly, a
change in any domain will only affect the domains immediately above it. Notice there are no
arrows from the main application (Railroad Operation Domain) to the Operating System
Domain. This means a change in operating systems (platforms) should not require any changes in
the main application. However, changes will be required in the domains of Trend Recording,
User Interface, Software Architecture and Network. The extent of those changes is dependent on
the nature of the changes in the operating system. But this does stop the cascade effect of a minor
change in the operating system from forcing a complete overhaul of the entire system.

While CLIPS could be considered an object, the definition of domains makes it seem more
appropriate to call it a domain.

THE SOFTWARE ENGINE

The portion of the software engine that is pertinent to CLIPS is the message passing. The event
structure that is passed is designed to model closely the Shlaer/Mellor event. We have
implemented five (5) kinds of events:

[Figure Deleted]

Figure 1. Domain Chart for Automated Railroad Management System
Copied from page 141 (Figure 7.4.1) of [3]

1. Standard Events: events passed to an instance of an object to transition the state model

2. Class Events: events dealing with more than one instance of an object

3. Remote Procedure Calls (RPCs):  An object may provide functions that other objects can
call. One object makes an RPC to another passing some parameters in, having some
calculations performed and receiving a response.

4. Accesses:  An object may not have direct access to data belonging to another object. The
data other objects need must be requested via an accessor.

5. Return Events: the event that carries the result of an RPC or Access event
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The event most commonly received by CLIPS is the Class Event. CLIPS is not a true object.
Therefore it has no true instances, and Standard Events are not sent to it. CLIPS is more likely to
make an RPC than to provide one. It is possible that an object may need to know about a certain
fact in the fact base, so receiving an Access is possible. Should CLIPS use an RPC or Access, it
will receive a Return Event. RPCs and Accesses are considered priority events so the Return
Event could be handled as part of the function that makes the call.

The events themselves have all of the attributes of a Shlaer/Mellor event, plus a few to facilitate
functionality. The C++ prototype for the function Send_Mesg is:

void Send_Mesg (char* Destination,
 EventTypes Type,
 unsigned long EventNumber,
 char* Data,
 unsigned int DataLength = 0,
 void* InstanceID = 0,
 unsigned long Priority = 0);

The engine is currently written on only two different platforms: a Sun 4 and an Amiga. CLIPS,
with its modifications, was ported to the Amiga --along with some applications software that was
written on the Sun-- and required only a recompile to work. This level of portability means that
only the engine needs to be rewritten to move any application from one platform to another.
Once the engine is ported, any applications written using the engine (including those with CLIPS
embedded in them) need only be recompiled on the new platform and the port is complete.
Companies are already building and selling GUI builders that generate multi-platform code so
the GUI doesn’t need to be rewritten.

The Unix version of the Inter-Process Communication (IPC) part of the engine was written using
NASA’s Simple Sockets Library. Since all versions of the engine, regardless of the platform,
must behave the same way, we have the ability to bring a section of the software down in the
middle of a run, modify that section and bring it back up without the rest of the system missing a
beat. In the worst case, the system will not crash unrecoverably.

MODIFICATIONS TO CLIPS

Since the software engine is written in C++, at least some part of the CLIPS source code must be
converted to C++. The most obvious choice is main.c, but this means the UserFunctions code
must be moved elsewhere since they must remain written in C. I moved them to sysdep.c.

The input loop has been moved to main.c because all input will come in over the IPC as valid
CLIPS instructions. The stdin input in CommandLoop has been removed, and the function is no
longer a loop. The base function added to CLIPS is:

(RETURN event_number  destination  data)

This function takes its three parameters and adds them to a linked list of structures (see Figure 2).
When CommandLoop has completed its pass and returns control to main.c, it checks the linked
list and performs the IPC requests the CLIPS code made (see Fig. 3). RETURN handles the
easiest of the possible event types that can be sent out: Class Events. To handle Standard Events,
some way of managing the instance handles of the destination(s) needs to be implemented. To
handle Accesses and RPCs some method of handling the Return events needs to be implemented.
The easiest way is to write a manager program. Use RETURN to send messages to the Manager.
The event number and possibly part of the data can be used to instruct the Manager on what
needs to be done.
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RETURN ()
   {
     extract parameters from call
  
  
  

  

  

     add structure to the list

     fi ll in the structure

     allocate a new element for the list 

  }

main ()
   {
    init CLIPS

    begin loop 

  

  

      call CommandLoop 

  
  

  

  

          make the appropriate send messages

}

  
   end loop

       if there are elements in the structure

      check output list

       set command string

       Get Message

Figure 2. Pseudocode for function RETURN        Figure 3. Pseudocode for main ()

Sending instructions and information into CLIPS requires a translator to take Shlaer/Mellor
events and convert them to CLIPS valid instructions. In Shlaer/Mellor terms this construct is
called a Bridge.

With these changes CLIPS can pretend it is a natural part of our system.

EXAMPLES

This system has been successfully used with three different projects.  An After Action Review
Station for reviewing a simulated tank battle, an Embedded Training System to aid howitzer
crewmen in the performance of their job and a chemical classifier based on a chemical’s infrared
absorption spectra.

The After Action Review (AAR) station is called the Automated Training Analysis Feedback
System or ATAFS. See Figure 4 for its domain chart.   Its job is to watch a simulated tank battle
on a network and aid the reviewer in developing an AAR in a timely manner. It does so by
feeding information about the locations and activities of the vehicles and other pertinent data
about the exercise to the expert system. The expert system watches the situation and marks
certain events in the exercise as potentially important. ATAFS will then use this information to
generate automatically  a skeleton AAR and provide tools for the reviewer to customize the AAR
to highlight the events that really were important.

[Figure Deleted]

Figure 4. ATAFS Domain Chart

In an early version of the system, ATAFS was given the location of a line-of-departure, a phase-
line and an objective. During the simulated exercise of four vehicles moving to the objective,
CLIPS was fed the current location of each vehicle. CLIPS updated each vehicle’s position in its
fact base and compared the new location with the previous location in relation to each of the
control markings. When it found a vehicle on the opposite side of a control mark than it
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previously was, it RETURNed an appropriate event to ATAFS. Upon being notified that a
potentially interesting event had just occurred, ATAFS is left to do what ever needs to be done.
CLIPS continues to watch for other events it is programmed to deem interesting.

Embedded Training (ET) is a coaching  and training system for howitzer crewmen. See Figure 5
for its domain chart. It provides everything from full courseware to simple reminders/checklists.
It also provides a scenario facility that emulates real world situations and includes an expert
system that watches the trainee attempt to perform the required tasks. During the scenario the
expert system monitors the trainee’s activities and compares them to the activities that the
scenario requires.

[Figure Deleted]

Figure 5. ET Domain Chart

It adjusts the user’s score according to his actions and uses his current score to predict whether
the user will need help on a particular task. All of the user’s actions on the terminal are passed
along to CLIPS, which interprets them and determines what the he is currently doing and
attempting to do. Having determined what the user is doing, CLIPS uses its RETURN in
conjunction with a manager program to access data contained in various objects. This data is
used by CLIPS to determine what level of help, if any, to issue the user. The decision is then
RETURNed to ET which supplies the specified help.

The chemical analysis system [6] designed by Dr. Metzler and chemist Dr. Gore takes the
infrared (IR) spectrum of a chemical compound and attempts to identify it using a trained neural
net. In the course of their study, they determined the neural net performed significantly better
when some sort of pre-processor was able to narrow down the identification of the compound.
CLIPS was one of the methods selected. The IR spectrum was broken down into 52 bins. The
value of each of these bins was abstracted into values of strong, medium and weak. Initially three
rules were built: one to identify ethers, one for esters and one for aldehydes (Figure  6).
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(defrule ester
    (bin 15 is str ong)
    (or (bin 24 is str ong)
          (or (bin 25 is str ong)
                 (bin 26 is str ong))
          (and (or (bin 22 is str ong)
                          (bin 23 is str ong)
                          (bin 24 is str ong))
                    (or (bin 25 is str ong)
                           (bin 26 is str ong)
                           (bin 27 is str ong)))
           (and (bin 28 is medium)
                    (or (bin 22 is str ong)
                          (bin 23 is str ong)
                          (bin 24 is str ong))))
=>
   (RETURN 1 “IR_Classifi er” “compound is an ester”))

Figure 6. Example of a Chemical Rule

The results of this pre-processing were RETURNed to the neural net which then was able to
choose a module specific to the chosen functional group. Later, the output from another pre-
processor (a nearest neighbor classifier) was also input into CLIPS and rules were added to
resolve differences between CLIPS’ initial choice and the nearest-neighbor’s choice.

CONCLUSIONS

CLIPS proved to be a very useful tool when used in this way. In ET and ATAFS, the Expert
System Domain could easily be expanded to use a hybrid system similar to that of the Chemical
Analysis problem, or use multiple copies of CLIPS operating independently or coordinating their
efforts using some kind of Blackboard. In many applications, intelligence is not the main
concern. User interface concerns in both ET and ATAFS were more important than the
intelligence. ET has the added burden of operating in conjuction with a black box system
(software written by a partner company). ATAFS’ biggest concern was capturing every packet
off of the network where the exercise was occurring and storing them in an easily accessible
manner. The flexibility of C++ is better able to handle these tasks than CLIPS, but is not nearly
as well suited for representing an expert coaching and grading a trainee howitzer crewman or
reviewing a tank battle.   While recognizing individual chemical compounds would be tedious
task for CLIPS (and the programmer), recognizing the functional group the compound belongs to
and passing the information along to a trained neural net is almost trivial.

Expert systems like CLIPS have both strengths and weaknesses, as do virtually all other methods
of developing software. Object Oriented is becoming the most popular way to develop software,
but it still has its shortfalls. Neural nets are gaining in popularity as the way to do Artificial
Intelligence, especially in the media, but they too have their limits. By mixing different methods
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and technologies, modifying and using existing software to interact with each other, software can
be pushed to solving greater and greater problems.
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ABSTRACT

Many of today’s intelligent systems are comprised of several software modules, perhaps written
in different tools and languages, that together help solve the users’ problem. These systems often
employ a knowledge-based component that is not accessed directly by the user, but instead
operates “in the background” offering assistance to the user as necessary. In these types of
modular systems, an efficient, flexible, and easy-to-use mechanism for sharing data between
programs is crucial. To help permit transparent integration of CLIPS with other Macintosh
applications, the AI Research Branch at NASA Ames Research Center has extended CLIPS to
allow it to communicate transparently with other applications through two popular data-sharing
mechanisms provided by the Macintosh operating system; Apple Events (a “high-level” event
mechanism for program-to-program communication), and AppleScript, a recently-released
scripting language for the Macintosh. This capability permits other applications (running on
either the same or a remote machine) to send a command to CLIPS, which then responds as if the
command were typed into the CLIPS dialog window. Any result returned by the command is
then automatically returned to the program that sent it. Likewise, CLIPS can send several types
of Apple Events directly to other local or remote applications. This CLIPS system has been
successfully integrated with a variety of commercial applications, including data collection
programs, electronic forms packages, DBMSs, and email programs. These mechanisms can
permit transparent user access to the knowledge base from within a commercial application, and
allow a single copy of the knowledge base to service multiple users in a networked environment.

INTRODUCTION

Over the past few years there has been a noticeable change in the way that “intelligent
applications” have been developed and fielded. In the early and mid-1980s, these systems were
typically large, monolithic systems, implemented in LISP or PROLOG, in which the inference
engine and knowledge base were at the core of the system. In these “KB-centric” systems, other
parts of the system (such as the user interface, file system routines, etc.) were added on once the
inferential capabilities of the system were developed. These systems were often deployed as
multi-megabyte “SYSOUTs” on special-purpose hardware that was difficult if not impossible to
integrate into existing user environments.

Today, intelligent systems are more commonly being deployed as a collection of interacting
software modules. In these systems, the knowledge base and inference engine serve as a
subordinate and often “faceless” component that interacts with the user indirectly, if at all.
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Several such systems have been deployed recently by the Artificial Intelligence Research Branch
at NASA’s Ames Research Center:

The Superfluid Helium On-Orbit Transfer system (or SHOOT) was a modular expert system that
monitored and helped control a Space-Shuttle-based helium transfer experiment which flew
onboard the Endeavor orbiter during mission STS-57 in June, 1993. In that system, a CLIPS-
based knowledge system running on a PC laptop on the Shuttle’s Aft Flight Deck was embedded
in a custom-developed C program that helped crew members (and ground controllers) perform
transfer of cryogenic liquids in microgravity.

The Astronaut Science Advisor (also known as “PI-in-a-Box”, or simply “[PI]”) was another
modular system that flew onboard the Space Shuttle in 1993 ([3]). [PI] ran on a Macintosh
PowerBook 170 laptop computer and helped crew members perform an experiment in vestibular
physiology in Spacelab. This system was comprised of a CLIPS-based knowledge system that
interacted with HyperCard (a commercial user interface tool from Claris Corporation and Apple
Computer) and LabVIEW (a commercial data acquisition tool from National Instruments) to
monitor data being collected by the crew and offer advice on how to refine the experiment
protocol based on collected data and, when necessary, troubleshoot the experiment apparatus. In
that system, CLIPS ran as a separate application and communicated with HyperCard via
specially-written external commands (XCMDs) that were linked into the HyperCard application.

The Prototype Electronic Purchase Request (PEPR) system ([1] and [2]) is yet another modular
system that motivated the enhancements being described in this paper. The PEPR system uses a
CLIPS-based knowledge system to validate and generate electronic routing slips for a variety of
electronic forms used frequently at NASA Ames. A very important part of the PEPR system’s
capabilities is that it is able to work “seamlessly” with several commercial applications.

Interestingly, these applications represent a progression of integration techniques in which the
knowledge-based component interacts with custom-developed programs. This progression starts
with tightly-coupled, “linked” integration of components (in SHOOT), to integration via custom-
built extensions to a specific commercial product (in [PI]), and finally to a general-purpose
integration mechanism that can be used with a variety of commercial products (in PEPR).

REQUIREMENTS FOR THE PEPR SYSTEM

A brief description of the PEPR system will help explain how we determined our approach to the
problem of integrating CLIPS with other commercial applications.

Our primary goal in the development of the PEPR system was to demonstrate that knowledge-
based techniques can improve the usability of automated workflow systems by helping validate
and route electronic forms. In order to do this, we needed to develop a prototype system that was
both usable and provided value in the context of a real-world problem. This meant that in
addition to developing the knowledge base and tuning the inference engine, we also needed to
provide the users with other tools. These included software to fill out electronic forms and send
them between users, as well as mechanisms that could assure recipients of these forms that the
senders were really who they appeared to be, and that the data hadn’t been altered, either
accidentally or maliciously, in transit. We also wanted to provide users with a way by which to
find out the status of previously-sent forms, in terms of who had seen them and who hadn’t.

Of course, we didn’t want to have to develop all of these other tools ourselves. Thankfully,
commercial solutions were emerging to help meet these additional needs, and we tried to use
these commercial tools wherever possible. Our challenge became, then, how to best integrate the
CLIPS-based knowledge system component with these other commercial tools.
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OUR FIRST TRY AT COMPONENT INTEGRATION: KEYBOARD MACROS

Our initial integration effort was aimed at developing a “seamless” interface between the
knowledge system and the electronic forms package (which of course was the primary user
interface). Our first try was to use a popular keyboard macro package to simulate the keystrokes
and mouse clicks that were necessary to transfer the data from the forms program to CLIPS. The
keyboard macro would, with a single keystroke, export the data on the form to a disk file, switch
to the CLIPS application, and then “type” the (reset) and (run) commands (and the requisite
carriage returns) into the CLIPS dialog window. This would then cause CLIPS to read in and
parse the data from the exported file.

This worked fairly well, and was reasonably easy to implement (that is, it did not require
modifying any software). However, the solution had several serious drawbacks. First, it required
that the user have the keyboard macro software (a commercial product) running on his or her
machine. Also, the macro simply manipulated the programs’ user interface, and was therefore
very distracting for the user because of the flurry of pull down menus and dialog boxes that
would automatically appear and disappear when the macro was run. Most importantly, however,
was that the keyboard macro approach required each user to have their own copy of CLIPS and
the knowledge base running locally on their machine. This, of course, would have presented
numerous configuration and maintenance problems; the “loadup” files would have to be edited to
run properly on each user’s machine, and fixing bugs would have involved distributing new
versions of the software to all users (and making sure they used it). Another drawback was that
we found that the keyboard macros would often “break” midway through their execution and not
complete the operation. This would, of course, have also been very frustrating for users. As a
result, this early system, although somewhat useful for demonstrations, was never put into
production.

OUR SECOND TRY: APPLE EVENTS

Our next attempt at integrating the electronic forms package with CLIPS was motivated by a
demonstration we saw that showed that it was possible to integrate the forms package we had
selected with a commercial DBMS. In this demo, a user was able to bring up an electronic order
form, and enter information such as, say, a vendor number. When the user tabbed out of the
Vendor Number field, the forms software automatically looked up the corresponding information
in a “vendor table” in a commercial DB running on a remote machine. The vendor’s name and
address automatically appeared in other fields on the form.

Of course, this sort of data sharing is quite common in many data processing environments.
However, we found this capability exciting because it involved two Macintosh applications
(including our forms package of choice), from different vendors, cooperating across an
AppleTalk network, with virtually no assistance from the user. This was exactly the sort of
“seamless” behavior we were seeking.

This functionality was provided by what are known as “Apple Events”, a “high-level event
mechanism” that is built into “System 7”, the current major release of the Macintosh operating
system. We were encouraged by the fact that the forms package we had selected supported the
use of Apple Events to communicate with external programs. We thought it might be possible to
implement our desired inter-program interface by making CLIPS mimic the DBMS application
with respect to the sending and receiving of Apple Events. However, the particular set of Apple
Events supported by that version of the forms software was limited to interaction that particular
DBMS product. This was problematic for several reasons. First, the set of Apple Events being
used were tailored to interaction with this particular data base product, and it wasn’t clear how to
map the various DB constructs they supported into CLIPS. Second, it would have required a
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considerable amount of programming effort to develop what would have been the interface
between a specific forms product and a specific data base product. We wanted to minimize our
dependence on a particular product, in case something better came along in the way of a forms
package or a DBMS.

So, we ended up not implementing the DB-specific Apple Event mechanism. However, we were
still convinced that the Apple Event mechanism was one of the keys to our integration goals, and
did implement several more general Apple Event handlers, which are described below.

WHAT ARE APPLE EVENTS?

The following provides a brief description of the Apple Event mechanism. As mentioned above,
Apple Events are a means of sharing data between to applications, the support for which is
included in System 7. An Apple Event has four main parts. The first two components are a 4-
character alphanumeric “event class” and a 4-character “event ID”. The third component
identifies the “target application” to which the event is to be sent. The actual data to be sent is a
collection of keyword/data element pairs, and can range from a simple string to a complex,
nested data structure. (In addition to these, there are several other parts of the event record which
specify whether a reply is expected, a reply time-out value, and whether the target application
can interact with a user.) From a programmer’s perspective, these events are created, sent,
received, and processed using a collection of so-called “ToolBox” calls that are available through
system subroutines.

Although Apple Events are a “general purpose” mechanism for sharing data between programs,
programs that exchange data must follow a pre-defined protocol that describes the format of the
events. These protocols and record formats are described in the Apple Event Registry, published
periodically by Apple Computer.

Event Class:
      Event ID:
 Target App:
Event Data:

       

MISC
DOSC
<ProcessID>
"----"
"(load \"MYKB.CLP\")"

Figure 1. An Example Apple Event

Figure 1 shows an example of a “do script” event that might be sent to CLIPS. The event class is
“MISC”, and the event ID is “dosc”. The 4-dash “parameter keyword” identifies the string as a
“direct object” parameter, and is used by the receiving program to extract the data in the event
record. The protocol associated with the “do script” event in the Apple Event Registry calls for a
single string that contains the “script” to be executed by the target application. In this example,
it’s a CLIPS command for loading a knowledge base file. This example shows the simplest data
format. More complex Apple Events may require numerous (and even embedded) keyword/data
pairs.
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The Apple Event mechanism is very powerful. However, we wanted a more flexible solution to
our needs of integrating CLIPS with the commercial forms application. It would have required
considerable effort to implement a Apple-Event based programmatic interface between CLIPS
and the other applications with which we needed to share data. That is, we didn’t want to have to
code specific Apple Event handling routines for every other application we were using. This
would have made it very difficult to “swap in” different applications should we have needed to.
What we needed was a way by which we could use the power of Apple Events to communicate
between CLIPS and other programs, but make it easier to code the actual events for a given
program.

OUR THIRD TRY: APPLESCRIPT

Just as we were trying to figure out the best way to link CLIPS with the other programs we
wanted to use, we learned about a new scripting technology for the Mac called AppleScript. This
new scripting language provides most of the benefits of Apple Events (and is in fact based on the
Apple Event mechanism) such as control of and interaction with Macintosh applications running
either locally or remotely. In addition, it offers some other benefits that pure Apple Event
programming does not. For example, using AppleScript, one is able to control and share data
with an ever-growing array of commercial applications, without having to understand the details
of the application’s Apple Event protocol. AppleScript comes with a reasonably simple Script
Editor that can be used to compose, check, run, and save scripts. In addition to providing all the
constructs that one might expect in any programming language (variables, control, I/O
primitives) it is also extendible and can even be embedded in many applications.

The thing that made AppleScript particularly appealing for our use was that it utilized the Apple
Event handlers that we had already added to CLIPS. All that was necessary to permit the
“scriptability” we desired was the addition of a new “Apple Event Terminology Extension”
resource to our already-modified CLIPS application. This AETE resource simply provided the
AppleScript Editor (and other applications) with a “dictionary” of commands that CLIPS could
understand, and the underlying Apple Events that the AppleScript should generate.

Another very appealing aspect of integrating programs with AppleScript is more and more
commercial software products are supporting AppleScript by becoming scriptable. That of course
makes it much easier to take advantage of new software products as they come along. For
example, we recently upgraded the forms tracking data base used by the PEPR system. We were
able to replace a “flat-file” data base package with a more-powerful relational DBMS product
with only minor modifications to the AppleScript code linking the DB to the other applications.
This would have been far more difficult (if even possible) had we relied solely on integration
with AppleEvents.

The main disadvantage to using AppleScript rather than Apple Events is that AppleScript is
somewhat slower than sending Apple Events directly. However, the increased flexibility and
power of AppleScript more than compensates for the comparative lack of speed.

tell application "CLIPS" of machine "My Mac"
      of zone "Engineering"
   do script "(reset)"
   do script "(run)"
   set myResult to evaluate "(send [wing-1] get-weight)"
   display dialog "Wing weight is " & myResult
end tell
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Figure 2. An example AppleScript program

Figure 2 shows an example script that could be used to control CLIPS remotely. There are
several things to note in this example. First, the commands are passed to CLIPS and executed as
though they had been entered into the Dialog Window. The example shows both the “do script”
command (which does not return a result) and the “evaluate” command (which does). The
example also shows a “display dialog” command which is built in to AppleScript and displays
the result in a modal dialog box. Of particular interest is that the CLIPS application is running on
another Macintosh, which is even in another AppleTalk zone.

SPECIFIC CLIPS EXTENSIONS
The following paragraphs describe the actual CLIPS extensions that have been implemented to
support the functionality described above. Note that some of these extensions were actually
implemented by Robert Dominy, formerly of NASA Goddard Space Flight Center.

Receiving Apple Events

It’s now possible to send two types of Apple Events to CLIPS. Each takes a string that is
interpreted by CLIPS as though it were a command typed into the Dialog Window. The format of
these Apple Events is dictated by the Apple Event Registry, and they are also supported by a
variety of other applications. Note that CLIPS doesn’t currently return any syntax or execution
errors to the program that sent the Apple Events, so it is the sender’s responsibility to ensure that
the commands sent to CLIPS are syntactically correct.

The “do script” Event

The “do script” event (event class = MISC, event ID=DOSC) passes its data as a string which
CLIPS interprets as if it were a command that were typed into the Dialog Window. It returns no
value to the sending program.

The “evaluate” Event

The “evaluate” event (event class = MISC, event ID=EVAL) is very similar to the do script
event, and also passes its data as a string which CLIPS interprets as if it were a command that
were typed into the Dialog Window. However, it does return a value to the sending program.
This value is always a string, and can be up to 1024 bytes in length.

Sending Apple Events from CLIPS

The two Apple Events described above can also be sent by CLIPS from within a knowledge
base. Of course, the application to which the events are sent must support the events or an error
will occur. However, as mentioned above, the “do script” and “evaluate” events are very
common and supported by many Mac applications.

SendAEScript Command

The SendAEScript command sends a “do script” event and can appear in a CLIPS function or in
the right-hand-side of a rule. The syntax of the SendAEScript command is as follows:

(SendAEScript <target app> <command>)

In the above prototype, <target app> is an “application specification” and <command> is a valid
command understandable by the target application. An application specification can have one of
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three forms; a simple application name, a combination application name, machine name and
AppleTalk Zone name, or a process identifier (as returned by PPCBrowser, described below).
The SendAEScript command returns zero if the command is successfully sent to the remote
application, and a variety of error codes if it was not. Note that a return code of zero does not
guarantee that the command was successfully executed by the remote application; only that it
was sent successfully .

The following examples show each of the application specification types.

CLIPS>(SendAEScript "HyperCard" "put \"hello\" into msg")
0
CLIPS>

The above example sends a “do script” Apple Event to HyperCard running on the local machine,
and causes it to put “hello” into the HyperCard message box.

CLIPS>
(SendAEScript "HyperCard" "John's Mac" "R&D" "put \"hello\" into msg")
0
CLIPS>

The above example sends a similar “do script” Apple Event to HyperCard running on a computer
called “John’s Mac” in an AppleTalk zone named “R&D”. Note that it is necessary to “escape”
the quote characters surrounding the string “hello” to avoid them being interpreted by the CLIPS
reader.

SendAEEval Command

The SendAEEval command is very similar to the SendAEScript command, differing only in that
it returns the value that results from the target application evaluating the command.

(SendAEEval <target app> <command>)

The following examples show CLIPS sending a simple command to HyperCard running on the
local machine:

CLIPS> (SendAEEval "HyperCard" "word 2 of \"my dog has fleas\" ")
"dog"
CLIPS>

Note that the result returned by SendAEEval is always a string, e.g.:

CLIPS> (SendAEEval "HyperCard" "3 + 6")
"9"
CLIPS>

The SendAEEval command does not currently support commands that require the target
application to interact with its user. For example, one could not use SendAEEval to send an "ask"
command to HyperCard.

PPCBrowser Command

The PPCBrowser function permits the CLIPS user to select an AppleEvent-aware program that is
currently running locally or on a remote Mac. This command brings up a dialog box from which
the user can click on various AppleTalk zones, machine names and “high-level event aware”
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applications. It returns a pointer to a “process ID” which can be bound to a CLIPS variable and
used in the previously-described “send” commands.

CLIPS>(defglobal ?*myapp* = (PPCBrowser))
CLIPS> ?*myapp*
<Pointer: 00FF85E8>

The above example doesn’t show the user’s interaction with the dialog box.

GetAEAddress Command

The GetAEAddress function is similar to PPCBrowser in that it returns a pointer to a high-level
aware application that can then be bound to a variable that’s used to specify the target of one of
the “SendAE” commands described earlier. Rather than presenting a dialog box to the user,
however, it instead takes a “target app” parameter similar to that described above.

(GetAEAddress <target app>)

The following example shows the GetAEAddress function being used to specify the target of a
SendAEEval function call.

CLIPS> (defglobal ?*myapp* = (GetAEAddress "HyperCard" "Jack’s Mac" "R&D"))
CLIPS> (SendAEEval ?*myapp* "8 + 9")
"17"
CLIPS>

TimeStamp Command

Another extension we've made is unrelated to inter-program communication. We have added a
TimeStamp command to CLIPS. It returns the current system date and time as a string:

CLIPS>(TimeStamp)
"Wed Sep 7 12:34:56 1994"
CLIPS>

POSSIBLE FUTURE EXTENSIONS

In addition to the CLIPS extensions described above, we are also looking into the possibility of
implementing several other enhancements. First, we want to generalize the current Apple Event
sending mechanisms to permit the CLIPS programmer to specify the event class and event ID of
the events to be sent. This is a relatively straightforward extension if we limit the event data to a
string passed as the “direct object” parameter. It would be somewhat harder to allow the CLIPS
programmer to specify more complex data structures, because we would have to design and
implement a mechanism that allows the CLIPS programmer to construct these more complex
combinations of keywords, parameters, and attributes. We will probably implement these
extensions in stages.

Another extension we’re considering is to make CLIPS “attachable”. This would permit the
CLIPS programmer to include pieces of AppleScript code in the knowledge base itself. This
would significantly enhance the power of CLIPS, as it would make it possible to compose,
compile, and execute AppleScript programs from within the CLIPS environment, and save these
programs as part of a CLIPS knowledge base.

150



ACKNOWLEDGMENTS

Some the extensions described in this paper were designed and implemented by Robert Dominy,
formerly of NASA’s Goddard Space Flight Facility in Greenbelt, Maryland.

Also, Jeff Shapiro, formerly of Ames, ported many of the enhancements described herein to
CLIPS version 6.0.

REFERENCES

1. Compton, M., Wolfe, S. 1993 Intelligent Validation and Routing of Electronic Forms in a
Distributed Workflow Environment.. Proceedings of the Tenth IEEE Conference on AI and
Applications.

2. Compton, M., Wolfe, S. 1994 AI and Workflow Automation: The Prototype Electronic
Purchase Request System. Proceedings of the Third Conference on CLIPS.

3. Frainier, R., Groleau, N., Hazelton, L., Colombano, S., Compton, M., Statler, I., Szolovits,
P., and Young, L., 1994 PI-in-a-Box, A knowledge-based system for space science
experimentation, AI Magazine, Volume 15, No. 1, Spring 1994, pp. 39-51.

151



 



TARGET’S ROLE IN KNOWLEDGE ACQUISITION,
ENGINEERING, AND VALIDATION

Keith R. Levi and Ahto Jarve
Department of Computer Science
Maharishi International University
1000 North Fourth Street, FB1044

Fairfield, Iowa 52557

We have developed an expert system using the CLIPS expert system tool and the TARGET task
analysis tool. The application domain was a help desk for a commercial software product. The
expert system presently encompasses about 200 rules and covers the most critical and common
issues encountered by the technical support personnel for the help desk. The expert system is a
rule-based data-driven reasoning system for diagnosis, testing, and remediation of customer
problems. The system is presently undergoing validation testing by the help-desk personnel.

The focus of this paper is on our experiences in using TARGET to assist in the processes of
knowledge acquisition, knowledge engineering, and knowledge verification. TARGET greatly
facilitated each of these processes. In contrast to the traditional knowledge acquisition process in
which one knowledge engineer interviews the domain expert and another takes notes on the
interaction, we found that only a single knowledge engineer was needed when using TARGET.
The domain expert observed the knowledge engineer record tasks in TARGET as the interview
proceeded. This facilitated communication between the knowledge engineer and the expert
because it was clear to each just what knowledge was being communicated. It also provided an
explicit and easily modifiable graphical representation of the knowledge in the system as the
session proceeded.
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ABSTRACT

This paper describes a rule-based expert system which assists the user in configuring a network
for Air Force terminals using the Milstar satellite system. The network configuration expert
system approach uses CLIPS. The complexity of network configuration is discussed, and the
methods used to model it are described.

INTRODUCTION

Milstar Complexity

Milstar is a flexible, robust satellite communications system which provides world-wide
communication capability to a variety of users for a wide range of tactical and strategic
applications. Milstar is interoperable requiring simultaneous access by Air Force, Navy and
Army terminals. The transmit/receive capability of these terminals ranges from small airborne
units with limited transmission power to stationary sites with large fixed antennas.

The wide range of applications of the Milstar system includes services capable of supporting
status reporting, critical mission commands, point-to-point calls, and networks. The same system
that provides routine weather reports must also allow top-level mission coordination among all
services. This diversity results in traffic which is unpredictable and variable. The system must
accommodate both voice and data services which can be transferred at different rates
simultaneously. In order to protect itself from jamming and interference, the Milstar waveform
includes a number of signal processing features, such as frequency hopping, symbol hop
redundancy, and interleaving, some of which are among the network parameters defined at
service setup.

The configuration of each terminal is accomplished through the loading of adaptation data. This
complex data set provides all the terminal specific and mission specific parameters to allow the
terminal to access the satellite under the mission conditions with the necessary resources to
establish and maintain communication. Network definitions are a subset of this adaptation data.

Defining a network for a terminal is a challenging task requiring a large body of knowledge,
much of it heuristic. The systems engineers who have been on the Milstar program for many
years have amassed this knowledge; many of them have been reassigned to other programs.
Since the recent launch of the first Milstar satellite, testing activity has been very high and
expertise in this area is not readily available. When testing ends and Milstar becomes fully
operational, the terminals will be operated by personnel whose Milstar knowledge is
considerably less than that of the systems engineers. To solve the problem of having a user with
limited knowledge take advantage of the many network configuration capabilities of the Milstar
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system, one of the systems engineers proposed developing an expert system to encapsulate the
vast amount of knowledge required to successfully design network definitions accurately and
reliably.

Network Complexity

A Milstar network consists of 82 parameters which are interrelated. Some relationships are well-
understood, but many are obscure. The few existing domain experts spend a significant amount
of time constructing network definitions starting from a high-level mission description usually
provided by a commanding authority. Not only should the network allow communication, but it
should do so in a manner which makes optimal use of satellite resources. The expert, then, is
faced with an optimization problem: to define a network whose parameters are consistent with
each other while minimizing the use of payload resources.

The complexity of network configuration is compounded by the number and locations of the
terminals which will participate in the network. Additional terminals add more constraints to the
problem space. The resource requirements of different terminals may vary, and their locations
may be dynamic, as in the case of airborne terminals.

The complexity further increases when configuring a terminal to participate in several networks
simultaneously. Certain resources cannot be shared among a terminal's active networks.

Knowledge Acquisition

Several system engineers were available as knowledge sources. Initially, they were asked to
review each of the network parameters and to describe obvious relationships between them.
Remarks about rules, exceptions, and values were recorded and coded into prototype rules. These
rules were reviewed with the experts and modified as needed to confirm that the information had
been accurately translated.

In addition to interviewing the domain experts, scores of documents were read. Tables and charts
were constructed to focus on the relationships between only several parameters at a time.
Gradually, a hierarchy of knowledge was formed.

The knowledge base was partitioned into functional areas (e.g., hardware parameters, mission-
level parameters, terminal-specific parameters, and service-specific parameters). A knowledge
engineer was assigned to each one. When it was deemed that most of the knowledge had been
acquired in one of these areas, the entire knowledge engineering team of four would check the
functional area's rules with respect to each network type (of which there are 11). This cross-
checking resulted in more rules which captured the exceptions and special cases associated with
the more general rules belonging to the functional area.

In-house operations and maintenance training courses provided the knowledge engineers with an
opportunity to learn Milstar as an Air Force terminal operator. This provided the hands-on
training that taught lessons not documented in specifications.

THE EXPERT SYSTEM

Scope

The scope of the task was to develop an expert system to assist the user in configuring a network
definition for a single terminal. This scope represents the necessary first step in later building an
extended system which will address the issues of multiple terminals and multiple networks.
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System Componenets

The expert system consists of three major components: a graphical user interface (GUI), a rule
and fact base, and an interface between those two components. The GUI performed the more
trivial consistency checks between the input parameters. For example, if a voice network is being
configured, then the only valid data rate for the network is 2400 bps. The GUI ghosts out all
other choices. The GUI also checks the syntax and ranges of user-entered data.

The interface code controls the flow of the expert system. It reads in the user-supplied input
items, translates them into facts, loads the appropriate rules; when the rules have finished firing,
the interface code passes their results to the GUI. This process continues as the user moves
between the screens.

Rules and facts were used to check the more complicated relationships between the parameters.
Rules were not used to perform trivial tasks (e.g., syntax checking) nor inappropriate tasks (e.g.,
controlling the flow).

Software Tools

CLIPS was chosen for this project because of its forward-chaining inference engine, and its
ability to run as both a standalone and an embedded application. Other benefits were its object-
oriented design techniques and its level of customer support.

The rules and facts were developed, tested and refined on a Sun workstation under UNIX. They
were ported to an IBM 486/66, the target environment. A point-and-click graphical user interface
was developed for the PC using Visual Basic. Borland C++ was used to write the interface code
between the GUI and the CLIPS modules.

Currently, the expert system contains about 100 rules and 1000 facts.

Objects

CLIPS Object-Oriented Language (COOL) was used where appropriate.

In the problem domain, terminals are represented as objects having attributes such as a terminal
id, an antenna size, a latitude/longitude location, and a port usage table. The port usage table is
made up of 34 ports. A port is an object which has attributes such as data rate and i/o hardware
type. Terminals are objects to prepare for future expansion to the analysis of a network definition
for multiple terminals.

CLIPS offers a query system to match instances and perform actions on a set of instances. For
example, CLIPS can quickly find the terminal requiring the most robust downlink modulation by
keying off each terminal's antenna size and satellite downlink antenna type. Satisfying the needs
of this terminal would be a constraint to ensure reliable communication among a population of
terminals.

Templates

Valid parameter relationships are defined using templates and asserted as facts during system
initialization. For example, only a subset of uplink time slots are valid with each combination of
data rate, uplink modulation, and uplink mode. Figure 1a shows a table relating these parameters.
Figure 1b shows a template modeled after this table. Figure 1c shows a deffacts structure which
will assert the facts contained in the table by using the template.
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Primary U/L Channels

Data Rate (bps)
U/L Modulation 2400 1200 600 300 150 75

2 1,2,3,4 -- -- -- -- --
4 5,6 1,2,3,4 -- -- -- --
8 7 5,6 1,2,3,4 -- -- --

HHR 16 -- 7 5,6 1,2,3,4 -- --
FSK 32 -- -- 7 5,6 1,2,3,4 --

64 -- -- -- 7 5,6 1,2,3,4
128 -- -- -- -- 7 5,6
256 -- -- -- -- -- 7

LHR 10 -- -- -- 7 5,6 1,2,3,4
FSK 20 -- -- -- -- 7 5,6

40 -- -- -- -- -- 7

Secondary U/L Channels

Data Rate (bps)
U/L Modulation 300 150 75

2 1,2,3,4 -- --
HHR 4 5,6 1,2,3,4 --
FSK 8 7 5,6 1,2,3,4

16 -- 7 5,6
32 -- -- 7

Figure 1a. Table Relating Uplink Time Slot,
Uplink Mode, Uplink Modulation and Data Rate

; valid-dr-ts

; this template sets up associations of uplink mode,

; uplink modulation, and data rate/timeslot pairs 
  
(deftemplate valid-dr-ts)
  (field u1-mode
    (type SYMBOL)
    (default ?NONE))
  (field u1-modulation
    (type SYMBOL)
    (default ?NONE))
  (multifield dr-ts
    (type ?VARIABLE)
   (default ?NONE))

Figure 1b. Template Corresponding to Table in Figure 1a.

[See Appendix]

Figure 1c. Deffacts Representation of Table in Figure 1a
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Rules

Several rules exist for most of the 82 parameters. The left-hand side of each rule specifies a
certain combination of patterns which contain some bounded values (i.e., network parameters
that already have values assigned). The right-hand side of each rule performs three actions when
it fires. First, it assigns a suggested parameter value. Second, it creates a multifield containing
other valid, but less optimal, parameter values. And, third, it creates an explanation associated
with the parameter. The GUI highlights the suggested value, but allows the user to change it to
one of the other valid choices. Figure 2 shows a rule which fires when the expert system does not
find any valid uplink time slots*.

[See Appendix]

Figure 2. Rule Using the Facts Shown in Figure 1c

Explanations

The explanation associated with each parameter reflects the left-hand side of the rule which
ultimately assigned the parameter's value. An explanation template contains the text, and a flag
to indicate whether a positive rule fired (i.e., a valid parameter value was suggested), or a
negative rule fired (i.e., the expert system could find no valid value for the parameter based upon
preconditions). In the latter case, the GUI immediately notifies the user that the expert system is
unable to proceed, and it states a recommendation to fix the problem. Normally the user is
instructed to back up to a certain parameter whose current value is imposing the unsatisfiable
constraint. The explanation facility is invoked by pointing the mouse on the parameter and
clicking the right button.

Output

After the user has proceeded through the screens and values have been assigned to all network
parameters, s/he may choose various output media and formats. In production, the completed
network will be converted to hexadecimal format and downloaded into the terminal's database
which is then distributed to the field.

Future Extensions

As stated earlier, a terminal class was established to allow for future expansion to the analysis of
a network with respect to multiple terminals. Taking this idea one step further would involve
creating a network class, and making a network definition an instance of it. Multiple networks
could then be considered simultaneously when writing rules to suggest values for certain
parameters. For example, a terminal cannot participate in two networks which use the same
uplink time slot. Advancing the expert system to this level of consistency checking would
improve its utility significantly. CLIPS promotes a modular approach to design which allows the
developer to plan for future extensions like these.

* The problem of refiring needed to be addressed. Refiring occurred because when a rule modifies a fact, the fact is
implicitly retracted and then reasserted. Since the fact is “new,”the rule fires again immediately. This problem was
solved by including a check in the antecedent whether the valid choices multifield is currently the same as what the
rule will set it to be. If the fields are identical, then the rule will not refire.
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CONCLUSIONS

An expert system has proven to be a valuable tool in the configuration of Milstar terminal
network parameter sets. The generation of these parameter sets is complex and primarily
heuristic lending itself to an expert system approach. CLIPS and COOL has provided an
effective and efficient development environment to capture the knowledge associated with the
application domain and translate these relationships into a modular set of rules and facts. The
decision to use rules vs. facts, CLIPS vs. C++, rules vs. GUI was made after careful
consideration of the overall implementation strategy and the most efficient means to provide the
expertise.

The complexity of the problem domain, variety of sources of expertise (design engineers,
operational support, and program documentation), and broad and varying scope of the
applications has made this project a significant knowledge acquisition challenge. The knowledge
engineering team approach has been successful in translating the vast and subtle nuances of the
implementation strategies and in developing a synergetic composite of the available expertise.

The combined use of rules, facts, objects, C++ code, and a graphical interface has provided a rich
platform to capture the Milstar knowledge and transform this knowledge into a modular tool
staged for expansion and improvement.
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APPENDIX

Figure 1b. Template Corresponding to Table in Figure 1a

; this deffacts defines valid data rate and timeslot pairs
; for each combination of uplink mode and uplink modulation

(deffacts set-valid-dr-ts
(valid-dr-ts

(u1-mode PRIMARY)
(u1-modulation HHRFSK2)
(dr-ts 2400 bps with time slots 1-4))

(valid-dr-ts
(u1-mode PRIMARY)
(u1-modulation HHRFSK4)
(dr-ts 2400 bps with time slots 5-6 1200 bps with time slots 1-4))

(valid-dr-ts
(u1-mode PRIMARY)
(u1-modulation HHRFSK8)
(dr-ts 2400 bps with time slot 7 1200 bps with time slots 5-6))

(valid-dr-ts
(u1-mode PRIMARY)
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(u1-modulation HHRFSK16)
(dr-ts 1200 bps with time slot 7
 600 bps with time slots 5-6 150 bps with time slots 1-4))

(valid-dr-ts
(u1-mode PRIMARY)
(u1-modulation HHRFSK32)
(dr-ts 600 bps with time slot 7
 300 bps with time slots 5-6 150 bps with time slots 1-4))

(valid-dr-ts
(u1-mode PRIMARY)
(u1-modulation HHRFSK64)
(dr-ts 300 bps with time slot 7
 150 bps with time slots 5-6 75 bps with time slots 1-4))

(valid-dr-ts
(u1-mode PRIMARY)
(u1-modulation HHRFSK128)
(dr-ts 150 bps with time slot 7 75 bps with time slots 5-6))

(valid-dr-ts
(u1-mode PRIMARY)
(u1-modulation HHRFSK256)
(dr-ts 75 bps with time slot 7))

(valid-dr-ts
(u1-mode PRIMARY)
(u1-modulation LHRFSK10)
(dr-ts 300 bps with time slot 7
 150 bps with time slots 5-6 75 bps with time slots 1-4))

(valid-dr-ts
(u1-mode PRIMARY)
(u1-modulation LHRFSK20)
(dr-ts 150 bps with time slot 7 75 bps with time slots 5-6))

(valid-dr-ts
(u1-mode PRIMARY)
(u1-modulation LHRFSK40)
(dr-ts 75 bps with time slot 7))

(valid-dr-ts
(u1-mode SECONDARY)
(u1-modulation HHRFSK2)
(dr-ts 300 bps with time slots 1-4))

(valid-dr-ts
(u1-mode SECONDARY)
(u1-modulation HHRFSK4)
(dr-ts 300 bps with time slots 5-6

(valid-dr-ts
(u1-mode SECONDARY)
(u1-modulation HHRFSK8)
(dr-ts 300 bps with time slot 7
 150 bps with time slots 5-6 75 bps with time slots 1-4))

(valid-dr-ts
(u1-mode SECONDARY)
(u1-modulation HHRFSK16)
(dr-ts 150 bps with time slot 7 75 bps with time slots 5-6))

(valid-dr-ts
(u1-mode SECONDARY)
(u1-modulation HHRFSK32)
(dr-ts 75 bps with time slot 7)))
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Figure 2. Rule Using the Facts Shown in Figure 1c

(defrule 12bults-009
   "this rule fires when the terminal's required u/1 modulation is
    more robust than the implied u/1 modulation using any u/1 time slot."

(outnet (name data-rate)
(value ?dr-value)) ; get value of data-rate

(outnet (name u1-mode)
(value ?u1-mode)) ; get value of u1-mode

(outnet (name u1-antenna-type)
(value ?u1-ant-type)) ; get value of u1-ant-type

(outnet (name net-type)
(value ?net-type)) ; get value of net-type

?fact <- (outnet (name u1-time-slot)    ; get address
(choices $?oldchoices)) ; of time slot

(test (neq $?oldchoices =(mv-append nil))) ; don't refire
; (* see note)

(terminal ?term-id) ; get the terminal id
(u1modmap (ant-size =(get-ant-size  ?term-id)

(u1-ant ?ul-ant-type)
(u1-modulation ?ul-mod-terminal))

; get the minimum u1 mod this terminal
; can use given its antenna size
; and the u1 antenna type

(outnet (name u1-modulation)
(value ?u1-mod-type)) ; get the u/1 modulation type

(valid-u1-quad (data-rate ?dr-value) ; get all valid modulations
(u1-mode ?u1-mode) ; for this data rate
(u1-mod-type ?u1-mod-type)
(u1-mods $?all-valid-mods))

(most-to-least u1 ?u1-mode $?allmods) ; get all modulations
(test (more-robustp ?u1-mod-terminal

  (first $?all-valid-mods) $?allmods))
; if the terminal's required robustness is
; more robust than the most robust implied
; modulation

(valid-dr-ts (u1-mode ?u1-mode)
(u1-modulation ?u1-mod-terminal)
(dr-ts $?all-dr-ts)) ; get all pairs of valid data rates

; and timeslots for this modulation
?explain <- (explanation

(param-name ul-time-slot)
; get previous explanation

(text ?oldtext)) ; associated with this parameter
=>

(modify ?fact (suggest nil) ; no suggested value
(choices =(mv-append nil))) ; no valid choices

(if (neq ?net-type MCE) ; tailor the explanation
   then ; to the network type
   (bind ?newtext

(str-implode
(mv-append
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(str-explode
"This terminal cannot reliably support this service's data rate using the
 current u/1 antenna type.  Using any time slot with this data rate would
 imply an insufficient u/1 modulation for this terminal. Either use a
 stronger u /1 antenna type, or lower the data rate.  To satisfy this
 terminal's u/1 modulation requirements, the valid data rate/time slot
 pairs are:"

) ; end explode
$?all-dr-ts

) ;end append
) ;end implode

) ;end bind
else
(bind ?newtext

(str-implode
(mv-append

(str-explode
"This terminal cannot reliably support this service's data rate using the
 current u/1 antenna type.  Using any time slot with this data rate would
 imply an insufficient u/1 modulation for this terminal.  Either use a
 stronger u/1 antenna type, or lower the data rate.  To satisfy this
 terminal's u/1 modulation requirements, the valid data rate/time slot
 pairs are:"

) ; end explode
$?all-dr-ts
(str-explode

".  Since this is an MCE network, time slot 4 should be used.")
) ;end append

) ;end implode
) ;end bind

) ;end if
(explain ?explain  ?old text  ?newtext YES))

163



 



EXPERT SYSTEM TECHNOLOGIES FOR
SPACE SHUTTLE DECISION SUPPORT: TWO CASE STUDIES

Christopher J. Ortiz
Workstations Branch (PT3)

Johnson Space Center
Houston, TX 77058

chris.ortiz@jsc.nasa.gov

David A. Hasan
LinCom Corporation

1020 Bay Area Blvd., Suite 200
Houston, TX 77058

hasan@gothamcity.jsc.nasa.gov

ABSTRACT

This paper addresses the issue of integrating the C Language Integrated Production System
(CLIPS) into distributed data acquisition environments. In particular, it presents preliminary
results of some ongoing software development projects aimed at exploiting CLIPS technology in
the new Mission Control Center (MCC) being built at NASA Johnson Space Center. One
interesting aspect of the control center is its distributed architecture; it consists of networked
workstations which acquire and share data through the NASA/JSC-developed Information
Sharing Protocol (ISP). This paper outlines some approaches taken to integrate CLIPS and ISP in
order to permit the development of intelligent data analysis applications which can be used in the
MCC.

Three approaches to CLIPS/ISP integration are discussed. The initial approach involves clearly
separating CLIPS from ISP using user-defined functions for gathering and sending data to and
from a local storage buffer. Memory and performance drawbacks of this design are summarized.
The second approach involves taking full advantage of CLIPS and the CLIPS Object-Oriented
Language (COOL) by using objects to directly transmit data and state changes from ISP to
COOL. Any changes within the object slots eliminate the need for both a data structure and
external function call thus taking advantage of the object matching capabilities within CLIPS 6.0.
The final approach is to treat CLIPS and ISP as peer toolkits. Neither is embedded in the other,
rather the application interweaves calls to each directly in the application source code.

INTRODUCTION

A new control center is being built at the NASA Johnson Space Center. The consolidated
Mission Control Center (MCC) will eventually replace the existing control center which has been
the location of manned spaceflight flight control operations since the Gemini program in the
1960s. This paper presents some preliminary results of projects aimed at incorporating
knowledge-based applications into the MCC. In particular, it discusses different approaches
being taken to integrate CLIPS with the MCC Information Sharing Protocol (ISP) system
service.

MCC AND ISP

The new control center architecture differs significantly from the current one. The most
prominent difference is its departure from the mainframe-based design of the existing control
center. The new MCC architecture is aggressively distributed. It consists of UNIX workstations
(primarily DEC Alpha/OSF1 machines at present) connected by a set of networks running
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TCP/IP protocols. Exploitation of commercially available products which will be relatively easy
to replace and upgrade has been a prime motivating factor in this change. Particular attention has
been paid to the use of standard hardware, and commercial off-the-shelf (COTS) software is
being used wherever possible.

With a mainframe computer at the center of all flight support computation, the process of
presenting telemetry and computational results to flight controllers was really a matter of
"pushing" the relevant data out of the mainframe onto the appropriate flight control terminals. In
recent years, the task of acquiring telemetry on the system of MCC upgrade workstations has
been a matter of requesting the telemetry data from the mainframe. The central computer has
served as the one true broker for telemetry data and computations.

In the distributed MCC design, the notion of a central telemetry and computation broker has
disappeared. In fact, terminals have disappeared. The flight control consoles consist of UNIX
workstations which have access to telemetry streams on the network but must share data instead
of relying on the mainframe for common computations.

Software applications running on the MCC workstations will obtain telemetry data from a system
service called the Information Sharing Protocol (ISP). ISP is a client/server service. Distributed
clients may request ISP support from a set of "peer" ISP servers. The servers are responsible for
extracting data from the network. Client applications needing those data initiate a session with
the servers (possibly from different machines), using the ISP client application program interface
(API). These clients subscribe to data from the ISP servers, which deliver the data
asynchronously to the clients as the data change. Parenthetically, the ISP API provides data
source independence. Thus, ISP client applications may be driven by test data for validation and
verification, playback data for training or live telemetry for flight support.

It is the intent of the new MCC architecture that hardware (workstations, routers, network
cabling, etc...) will take a backseat to the "software platform". ISP is a prominent element of this
platform, since it is the data sharing component of the system services in addition to providing a
telemetry acquisition service. Indeed, the architecture presupposes that many of the functions
previously handled in the mainframe program (e.g., display management, limit sensing, fault
summary messages, "comm fault" detection) will now be carved up into smaller, easier to
maintain application programs.

ISP supports the integration of these applications by allowing clients to receive data that have
been published by other clients. These shared data will in many instances be computations which
were previously handled internally to the mainframe, e.g., spacecraft trajectories and attitude
data, but with greater frequency, the shared data are expected to be "higher order information"
derived from analyses of telemetry data.

Some of the data analysis necessary for the generation of this higher order information will be
derived from rule-based pattern matching of telemetry. One example of this is the Bus Loss
Smart System which is used by EGIL flight controllers to identify power bus failures. Another
example discussed later in this paper is the Operational Instrumentation Monitor (oimon) which
assesses the health of electronic components involved in the transmission of Shuttle sensor data
down to Earth.

Rule-based applications can capture the often heuristic procedures used by flight controllers to
perform their duties. A number of such applications are currently under development by flight
control groups where the knowledge-based approach contributes to getting the job done "better,
faster and cheaper". CLIPS is being used in a number of these. In the discussion that follows,
methods for combining the telemetry acquisition and data sharing functionality of ISP with the
pattern matching capabilities of CLIPS are discussed.
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AN EMBEDDED APPROACH

CLIPS is a data-driven language because it uses data in the form of facts to activate and fire if-
then rules which result in a change of execution state for the computer. CLIPS was designed to
be embedded in other applications thus allowing them the ability to perform complex tasks
without the use of complex programming on the part of the rule developer. Since ISP is a
transport protocol for both receiving and transmitting information, it only makes sense to find a
way to integrate the two toolkits to provide CLIPS developers with a reliable transport
mechanism for data.

In our work using ISP and CLIPS we have taken two approaches in integrating the two toolkits.
The first was to directly embed ISP within CLIPS and provide a simple set of user-defined
functions which allow the CLIPS developer to communicate via ISP. The second approach was
to use both toolkits as peers allowing the developer to have complete control over the integration.

The first method of embedding ISP into CLIPS grew out of three separate attempts to balance
data, speed and ease of use concerns for the application developer. The first attempt at
integration (Figure 1) consisted of creating a separate data layer with which ISP and CLIPS
could communicate. This layer provides a storage location for all the change only data that ISP
receives as well as hiding the low level ISP implementation. This approach provided several
challenges in how ISP and CLIPS would communicate with the data layer.

CLIPS 6.0

Data Layer

ISP

TCP / IP

Figure 1. The first attempt at integration

A simple set of commands was added to CLIPS to aid in the communication with ISP.

(connect-server [CLIPS_TRUE / CLIPS_FALSE])
(subscribe-symbol [symbol_name] [CLIPS_TRUE / CLIPS_FALSE])
(enable-symbols [CLIPS_TRUE / CLIPS_FALSE])

The connect-server command establishes or disconnects a link with the ISP server and
registers the application as requesting ISP data. Likewise, subscribe-symbol, informs the
ISP server of which data elements are requested or no longer needed by the application. The
enable-symbols command begins and ends the flow of data to the application.

Other API calls were added to CLIPS to enable an application to publish data to the ISP server
for use in other CLIPS or ISP only applications.

(publish-symbol [symbol-name] [EXCLUSIVE])
(publish [VALUE/LIMIT/STATUS/Message] [symbol-name] [data] [time])
(unpublish-symbol [symbol-name] )
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The publish-symbol command informs the ISP server that the CLIPS application wants
permission to send data under a given symbol-name. The optional EXCLUSIVE parameter
informs the server that the requesting application should be the only application allowed to
change the value.

The final set of APIs allows ISP to communicate with CLIPS in the form of facts.

(want-isp-event [CYCLE/LIMIT] [CLIPS_TRUE/CLIPS_FALSE])

The want-isp-event command will activate or deactivate cycle or limit facts to be published
in the fact list.

This first attempt provided a solid foundation for communication between the two tool kits.
However, the use of a separate data layer proved to be cumbersome to implement. The data layer
needed to have a dynamic array and a quick table look-up mechanism as well as a set of
functions to provide CLIPS with the ability to check values. Each time a rule needed a data
value, an external function would have to be called. This proved to be a costly option in the
amount of time needed to call the external function. A better method was clearly needed.

Our second attempt at integration ISP and CLIPS consisted of the elimination of the data layer
(Figure 2). All of the ISP data would be fed to CLIPS via facts. This method had several
advantages. First, it reused the ISP functions developed earlier. Second, it allowed CLIPS to
store all ISP data as facts. Finally, CLIPS application developers could do direct pattern
matching on the facts to retrieve the data.

CLIPS 6.0

ISP

TCP / IP

Figure 2. Removal of the data layer

The use of facts provided a few smaller challenges in the update and management of the fact list.
There needed to be a way to find an old fact that had not been used and retract it when new data
arrived. This could be done at the rule level or in the integration level. At the rule level, the
application programmer would be required to create new rules to seek out and remove obsolete
facts. At the integration level, time would be spent looking for matching facts with similar IDs to
be removed.

The final approach at integration of ISP with CLIPS involved the use of the CLIPS Object-
Oriented Language (COOL). Each data packet would be described as an instance of a class called
MSID. The MSID class would provide a data storage mechanism for storing the data name,
value, status, time tag, and server acceptance information.

(defclass MSID
(is-a USER)
(role concrete)
(pattern-match reactive)
(slot value ( create-accessor read-write) (default 0.0))
(slot status ( create-accessor read-write)(default 0.0))
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(slot time (create-accessor read-write)(default 0.0))
(slot accepted (create-accessor read-write)

(default CLIPS_TRUE)))

A second advantage of using the object implementation consists of inheriting constructors and
destructors. When an instance of the MSID class is created, a constructor is activated and the
symbol is automatically subscribed. On the other hand, when an symbol is no longer needed a
destructor is activated and the symbol is automatically unsubscribed. Constructors and
destructors free the application programmer from worrying about calling the appropriate ISP
APIs for creating and deleting symbols.

(defmessage-handler MSID init after()
(subscribe-symbol (instance-name ?self) CLIPS_TRUE))

(defmessage-handler MSID delete before()
(enable-symbols CLIPS_FALSE)
(subscribe-symbol (instance-name ?self) CLIPS_FALSE)
(enable-symbols CLIPS_TRUE))

(definstances MSIDS
(S02K6405Y of MSID)
(S02K6205Y of MSID)
(S02K6026Y of MSID)
•••
(S02K6078Y of MSID))

Creating and subscribing symbols are automatically handled by COOL. One of the only ISP
implementation details that the application programmer needs to be concerned is to enable the
symbols and to schedule which ISP events are to be handled.

(defrule connect
?fact<- (initial-fact)
=>
(retract ?fact)
(enable-symbols CLIPS_TRUE)
(want-isp-event LIMIT CLIPS_FALSE)
(want-isp-event CYCLE CLIPS_TRUE))

Another clear advantage of using objects, like facts, is the ability to do direct pattern matching.
As the ISP data changes, a low level routine updates the value in the affected slot. CLIPS could
then activate any rule which needed data from the changed slot and work with this information
on.

(defrule ValueChanges
?msid <- (object (is-a MSID ) (value ?value))

=>
(update-interface

(instance-name-to-symbol (instance-name ?msid)) ?value))

After working with the integration of CLIPS and ISP there is an advantage that CLIPS/COOL
bring to bear on the ease of use for linking CLIPS with external ‘real time’ data. One such
application that used this integrated technology was a prototype to display switch positions from
on-board systems to Space Shuttle ground controllers. The prototype was up and running within
three days. The display technology had already been developed as part of a training tool to help
astronauts learn procedures for the Space Habitation Module. The display technology was then
reused and combined with CLIPS and ISP to monitor telemetry and react whenever subscribed
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data were detected. CLIPS was needed deduce single switch settings based on the downlinked
telemetry data. For example, several parameters may contain measurements of pressure across a
line. If most of the pressure sensors begin to fall low, then a pressure switch might have been
turned off.

AN OPEN TOOLKIT APPROACH

So far, the discussion has focused on integration of CLIPS and ISP by embedding ISP into
CLIPS. This has the advantage of hiding the details of the ISP client API from developers of
CLIPS applications; however, it is easy to imagine applications which are no more "CLIPS
applications" per se than they are "ISP clients". CLIPS and ISP provide distinct services, so it is
not immediately obvious which ought to be embedded in the other, or whether embedding is
even necessary.

The third approach we used to integrating CLIPS and ISP was implemented into the oimon
application, discussed below. Instead of embedding ISP inside CLIPS, the two APIs are treated
as "peers" within the application. Consider the following definitions:

• open system: a system which makes its services available through a callable API,

• open toolkit: an open system which permits the caller to always remain in control of
execution.

The primary distinction between these two is that open systems may require that the caller turn
over complete control of the application (e.g., by calling a MainLoop() function).

Open toolkits permit the caller to exploit the systems' functionality while maintaining control of
the application; it real-time applications, this can be critical. Examples of open toolkits include
the X-toolkit, the ISIS distributed communications system, and Tcl/Tk. Figure 3 depicts a
number of the CLIPS and ISP API functions. Although both have functions which will take
control of the application (i.e., Run(-1) and ItMainLoop()), the use of these functions is not
required; lower level primitives are available to fine-tune execution of the two systems (i.e.,
Run(1) and ItNextEvent(), ItDispatchEvent()). By the definitions above, both
CLIPS and ISP are open toolkits. As a result, they may both be embedded in a single application
which chooses how and when to dispatch to each.

• ISP:
– ItInitialize()
– ItPublish(), ItSubscribe()
– ItConnectServer(), ItDisconnectServer()
– ItNextEvent(), ItDispatchEvent()

• CLIPS:
– InitializeCLIPS()
– AssertString()
– Reset()
– Run()

Figure 3. Elements of the CLIPS and ISP application program interfaces

OIMON

The Operational Instrumentation Monitor (oimon) is being developed as a MCC application run
at Instrumentation/Integrated Communications Officer (INCO) console workstations. The
program is useful to other non-INCO flight controllers, since it publishes (via ISP) the status of
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certain electronic components which may affect the validity of data in the telemetry stream. The
paragraphs which follow outline oimon and discuss how ISP and CLIPS have been integrated
into it as peer open toolkits.

vehicle

ground station

flight support software

sensors

Figure 4. Shuttle sensor “channelization”

Figure 4 presents a summary of the data flow originating at sensors on board the Shuttle (e.g.,
temperatures, pressures, voltages, current) and ending up on a flight controller's display or in
some computation used by a flight control application. The significant aspect of this figure is that
there are a number of black boxes (multiplexer/demultiplexers—MDMs and discrete signal
conditioners—DSCs) which sit in the data path from sensor to flight controller. A number of
these black boxes (the so-called operational instrumentation (OI) MDMs and DSCs) are the
responsibility of the INCO flight control discipline. There are other black boxes managed by
other disciplines, for example the “flight critical” MDMs. The oimon application is concerned
with the OI black boxes.

Failure of an OI MDM or DSC can corrupt the telemetry data for a number of on-board sensors.
As a result, most flight controllers and many flight control applications are interested in the
status of MDMs and DSCs. Instead of requiring that each consumer of telemetry data
individually implement the logic necessary to assess MDM/DSC status, the INCO discipline will
run oimon as an ISP client which publishes the status of the OI MDMs and DSCs. Any consumer
of data affected by a particular OI black box may subscribe to its status through ISP and thus
effectively defer OI MDM/DSC to the INCO discipline. This deferral of responsibility to the
appropriate discipline is one of the benefits of a software architecture which promotes data
sharing between different applications on different workstations.

The oimon application is a C-language program which makes calls to the ISP API to obtain its
input data, the CLIPS API to execute the pattern matching necessary to infer the MDM/DSC
statuses, and the ISP API to publish its conclusions. There are no explicit parameters in the
downlist which unambiguously indicate OI black box status, and this is the reason CLIPS is
needed. The major elements of oimon of relevance here are

• a set of CLIPS rules which implement the pattern matching,

• callback functions invoked whenever a telemetry event occurs,

• assertions of CLIPS facts from within the callback functions, and

• a main loop which coordinates CLIPS rule firing and ISP event dispatching.

A template of oimon is shown in Figure 5.

171



isp_event_callback(){
...
sprintf( fact, ...);
AssertString(fact);
...

}

main(){
...
ItAddCallback( ...isp_events... );
while(True){

while( moreISP() ){
ItNextEvent( ... );
ItDispatchEvent(...);

}

while( moreCLIPS() ){
Run(1);

}
}

}

Figure 5. oimon code template

The CLIPS rule base is constructed so as to implement a number of tests currently used by INCO
flight controllers to manually assess MDM/DSC status and to enable/disable some tests based on
the results of others. In particular, these tests are (1) the MDM wrap test, (2) MDM and DSC
built-in test equipment tests, (3) power bus assessment, and (4) a heuristic test developed by
INCO flight controllers to deduce OI DSC status based on a handful of telemetry parameters
which are connected to the DSCs through each of the DSC cards and channels.

The oimon application is still under development. However, preliminary experience with it
suggests that the integration of CLIPS and ISP as peer toolkits called from a main application is
not only feasible but easily implemented. Preliminary experience with this approach to
CLIPS/ISP integration has revealed one advantage of it over embedding ISP in CLIPS. Under
certain circumstances, the invocation of CLIPS functions can invoke the CLIPS “periodic
action”. When CLIPS is embedded in ISP, this can cause ISP events to “interrupt” the execution
of the consequent of an ISP rule. In the peer toolkit approach, ISP functionality is not invoked
using the CLIPS periodic action and thus this behavior does not exist. Subsequent testing of
oimon will focus on tuning the event-dispatching/rule-firing balance to ensure that oimon is
neither starved of telemetry nor prevented from reasoning due to high data rates.

SUMMARY

This paper has outlined three approaches we took to integrating the CLIPS inference engine and
the ISP client API into single applications. A summary of a “data layer” approach was given, but
this approach was not actually implemented. A similar method was also described in which ISP
API calls are embedded in CLIPS, and ISP event processing is handled as an ISP “periodic
action”. The CLIPS syntax for this approach was presented. A quick prototype was developed
based on this second approach, and the prototype demonstrates the soundness of the technique.
In particular, it permitted very rapid development of the application. Unlike the first two
approaches, the third approach we discussed did not embed ISP in CLIPS. Rather the CLIPS and
ISP APIs are invoked as “peer toolkits” in the C-based oimon application. This application is
currently being tested against STS-68 flight data, but additional development is expected.
Preliminary results from oimon suggest that the peer toolkit approach is also sound. The
possibility of ISP events interrupting the firing of ISP rules is eliminated in the oimon approach,
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since ISP is invoked directly from the application instead of being called as a CLIPS periodic
action.
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The Kennedy Space Center (KSC) and Cape Canaveral Air Station (CCAS) are involved in many
weather-sensitive operations. Manned and unmanned vehicle launches, which occur several
times each year, are obvious examples of operations whose success and safety are dependent
upon favorable meteorological conditions. Other operations involving NASA, Air Force and
contractor personnel—including daily operations to maintain facilities, refurbish launch
structures, prepare vehicles for launch and handle hazardous materials—are less publicized but
are no less weather-sensitive. The Meteorological Monitoring System (MMS) is a computer
network which acquires, processes, disseminates and monitors near real-time and forecast
meteorological information to assist operational personnel and weather forecasters with the task
of minimizing the risk to personnel, materials and the surrounding population.

The MMS acquires data from sensors located in and around the KSC/CCAS area, and subjects
them to a quality-control check by an embedded CLIPS implementation. The data are then
disseminated to the network of MMS Monitoring and Display Stations (MDS) which, using a
second MMS implementation of CLIPS, provides the end user with a tool to monitor weather
and generate warnings and alerts when weather conditions violate published criteria. The system
maintains a database of operations andassociated weather criteria for the user to select. Once
activated, the meteorological constraints for an operation are transformed into a series of CLIPS
rules which, along with a current stream of near real-time and forecast data, are used to trigger
alarms notifying the user of a potentially hazardous weather condition. Several user-defined
functions have been added to CLIPS, giving it the ability to access MMS resources and alarms
directly.

This paper describes the design and implementation of MMS/CLIPS-Quality Control and
MMS/CLIPS-Monitoring, as well as the rule builder, the structure of rules, and the performance
of the shell in a near real-time environment. Future CLIPS development issues will also be
discussed.
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ABSTRACT

It is relatively easy to enhance CLIPS to support multiple expert systems running in a distributed
environment with heterogeneous machines. The task is minimized by using the PVM (Parallel
Virtual Machine) code from Oak Ridge Labs to provide the distributed utility. PVM is a library
of C and FORTRAN subprograms that supports distributive computing on many different UNIX
platforms. A PVM deamon is easily installed on each CPU that enters the virtual machine
environment. Any user with rsh or rexec access to a machine can use the one PVM deamon to
obtain a generous set of distributed facilities. The ready availability of both CLIPS and PVM
makes the combination of software particularly attractive for budget conscious experimentation
of heterogeneous distributive computing with multiple CLIPS executables. This paper presents a
design that is sufficient to provide essential message passing functions in CLIPS and enable the
full range of PVM facilities.

INTRODUCTION

Distributed computing systems can provide advantages over single CPU systems in several
distinct ways. They may be implemented to provide one or any combination of the following:
parallelism, fault tolerance, heterogeneity, and cost effectiveness. Our interest in distributive
systems is certainly for the cost effectiveness of the parallelism they provide. The speedup and
economy possible with multiple inexpensive CPUs executing simultaneously make possible the
applications in which we are interested, without a supercomputer host. The economy of
distributed computing may be necessary for the realization of our applications, but we are even
more interested in distributed systems to provide a simplicity of process scheduling and rapid
interaction of low granularity domain specific actions. Our approach to implementing certain
large and complex computer systems is focused on the notion of quickly providing reasoned
response to user actions.

We accomplish the response by simultaneously examining the implications of an user action
from many points of view. Most often these points of view are generated by individual CLIPS[1]
expert systems. However, there is not necessarily a consistency in these viewpoints. Also, a
domain inference may change over time, even a small period of time, as more information
becomes available. Our systems have the experts immediately receive and respond to low level
user action representations. The action representations encode the lowest level activities that are
meaningful to the user, such as the drawing of a line in a CAD environment. Thus, if there are a
dozen, or more, expert domains involved in an application, it is necessary to transmit user actions
to each expert and combine the responses into a collective result that can be presented to the user.
Of course, the intention is to emulate, in a relatively gross manner, the asynchronous parallel
cooperative manner in which a biological brain works.
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Over the course of eight years, the CAL POLY CAD Research Center and CDM Technologies,
Incorporated have developed several large applications and many small experiments based
essentially on the same ideas.[2, 3, 4] In the beginning we wrote our own socket code to
communicate between the processes. Unfortunately, with each new brand of CPU introduced into
a system it was necessary to modify the communication code. There simply are not sufficient
standards in this area to provide portability of code, except by writing functions that are machine
specific. Moreover, our main interest is not the support of what is essentially maintenance of the
inter-process communication code. But for many years it seemed necessary to support our own
communication code because the other distributed systems we investigated were simply too
inefficient for our applications, even though they were generally much more robust. We then
found that PVM[5] code was very compatible with our requirements.

PVM

PVM is a free package of programs and functions that support configuration, initiation,
monitoring, communication, and termination of distributed UNIX processes among
heterogeneous CPUs. Version 3.3 makes UDP sockets available for communication between
processes on the same CPU, which is about twice as fast as the TCP sockets generally necessary
for communication between CPUs. Also, shared memory communication is possible on SPARC,
SGI, DEC, and IBM workstations, and several multiprocessor machines.

Any user can install the basic PVM daemon on a CPU and make it available to all other users. It
does not require any root privileges. Users can execute their own console program, pvm3, that
provides basic commands to dynamically configure the set CPUs that will make up the ‘virtual
machine’. The basic daemon, pvmd, will establish unique dynamic socket communications for
each user's virtual machine. Portability is obtained through the use of multiple functions that are
written specifically for each CPU that is currently supported. An environment variable is used to
identify the CPU type of each daemon and hardware specific directory names, such as SUN4, are
used to provide automatic recognition of the proper version of a PVM function. Since all of the
common UNIX platforms are currently supported, the code is very portable.

The fundamental requirements for a PVM distributed system involving CLIPS processes consist
of starting a CLIPS executable on each selected CPU and calling PVM communication facilities
from CLIPS rulesets. The first of these tasks is very easy. PVM supports a ‘spawn’ command
from the console program as well as a ‘pvm_spawn’ function that can be called from a user
application program. Both allow the user to let PVM select the CPU on which each program will
be executed or permit the user the specify a particular CPU or CPU architecture to host a
program. Over sixty basic functions are supported for application programming in C, C++, or
FORTRAN, but only the most basic will be mentioned here and only in their C interface forms.

PVM COMMUNICATION BASICS

Each PVM task is identified by its ‘task id’(tid), an integer assigned by the local PVM daemon.
The tid is uniquely generated within the virtual machine when either the process is spawned, or
the pvm_mytid function is first called. Communication of messages between two processes in a
PVM system generally consists of four actions:

1. clear the message buffer and establish a new one - pvm_initsend
2. pack typed information into the message buffer - pvm_pkint,

pvm_pkfloat, etc.
3. send the message to a PVM task or group of tasks - pvm_send, 

pvm_mcast, etc.
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4. receive the message, either blocking or not - pvm_recv, 
pvm_nrecv, etc.

Each message is required to be assigned an integer, ‘msgtype’, which is intended to identify its
format. For instance, task1 may send a message that consists of ten integers to task2. In the
‘pvm_send’ used to transmit the message, the last argument is used to identify the type of
message. The programmer may decide that such a message is to be of type 4, for example. Then,
task2 can execute ‘pvm_recv’, specifying which task and message type it would like to receive.
A -1 value can be used as a wildcard for either parameter in order to accept messages from any
task and/or of any type. If task2 indicates that it wishes to accept only a message of type 4 to
satisfy this call, it then knows when the ‘pvm_recv’ blocking function succeeds that it has a
message of ten integers in a new input buffer.

As a more complete example, the following code shows a host task that will spawn a client task;
then it will send the client a message consisting of an integer and a floating point value; and then
it will wait for a reply from the client. The client waits for the message from the host, generates a
string message in reply, and halts. When the client message is received, the host prints the
message and halts.

Figure 1. A PVM Example
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CLIPS IMPLEMENTATION CONSIDERATIONS

The basic need is to assert a fact or template from a rule in one CLIPS process into the factlist of
another CLIPS process, which may be executing on a different processor. We might want a
function that could use a PVM buffer to transmit a CLIPS ‘person’ template as in Figure 2:

(BMPutTmplt ?BufRef (person (name "Len") (hair "brown") (type “grumpy”)) )

Figure 2. Sample Send Template Call

The first problem this presents is that the form of this function call is illegal. It is possible to use
a syntax in which the fact that is to be communicated is presented as a sequence of arguments,
rather than a parenthesized list. But this syntax does not preserve the appearance of the local
assert, which is pleasing to do. The solution is to add some CLIPS source code to provide a
parser for this syntax.

Second, consideration must be given as to when the PVM code that receives the messages should
execute. It is desirable that receiving functions can be called directly from the RHS of a CLIPS
rule. It is also desirable in most of our applications that message templates are transparently
asserted and deleted from the receiver’s factlist without any CLIPS rules having to fire. In order
to accommodate the latter, our CLIPS shell checks for messages after the execution of every
CLIPS rule, and blocks for messages in the case that the CLIPS agenda becomes empty.

Third, it is useful to be able to queue message facts to be asserted and have them locally inserted
into the receiver’s factlist during the same CLIPS execution cycle. There are occasions when a
number of rules might fire on a subset of the message facts that are sent. In most cases the best
decision as to what rule should fire can be made if all associated message facts are received
during one cycle, and all such rules are activated at the same time. Salience can usually be used
to select the best of such rules and the execution of the best rule can then deactivate the other
alternatives. In order to implement this third consideration, the message facts are not sent for
external assertion until a special command is given.

OVERVIEW OF CMS

The CLIPS/PVM interface or CLIPS Message System (CMS), provides efficient, cost effective
communication of simple and templated facts among a dynamic set of potentially distributed and
heterogeneous clients. These clients may be C, C++, or CLIPS processes. Clients may
communicate either single fact objects or collections of facts as a single message. This
communication takes place without requiring either the sender or receiver to be aware of the
physical location or implementation language of the other. CMS will transmit explicit generic
simple fact forms by dynamically building C representations of any combination of basic CLIPS
atoms, such as INTEGERs, FLOATs, STRINGs, and MULTIFIELDs. CMS will also
communicate facts or templates referenced by a fact address variable.

In addition to the dynamic generic process described above, the communication of templated
facts is supported in a more static and execution time efficient manner. Specific routines capable
of manipulating client templates in a direct fashion are written for each template that is unique in
the number and type of its fields The deftemplate identifies what message form these routines
will expect. This is a distinct luxury that eliminates the time involved in dynamically determining
the number and types of fields for a generic fact that is to be communicated. The disadvantage is
that the routines must be predefined to match the templates to be communicated. However, the
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applications in which the authors are involved have predetermined vocabularies for the data
objects that are to be communicated. In much the same way that deftemplates provide efficiency
through the use of predetermined objects, these template-form specific communication routines
provide object communication in the most efficient, cost-effective fashion. The following section
describes the overall architecture of a system which supports the previously described
functionality.

ARCHITECTURE

The underlying support environment consists of a set of utility managers called the System
Manager, Memory Manager, and Error Manager. All three managers provide various
functionality utilized by the communication system to perform efficient memory usage and error
notification. The core of the communication system consists of five inter-related components as
shown in Figure 3. These components are the Session Manager (SM), Buffer Manager (BM),
Communication Object Class Library, Communication Object META Class, and CLIPS
Interface Module. Collectively, these components provide the communication of objects among a
dynamic set of heterogeneous clients.

[Figure Deleted]

Figure 3. Communication System Architecture

SESSION MANAGER

The Session Manager (SM) allows clients to enter and exit application sessions. Within a specific
session, clients can enter and exit any number of client groups. This functionality is particularly
useful in sending messages to all members of a group. The SM can also invoke PVM to spawn
additional application components utilizing a variety of configuration schemes. The facilities
supported range from the specification of CPUs to host the spawned applications to an automatic
selection of CPUs to use as hosts and balance the load across the virtual machine.

BUFFER MANAGER

The buffer manager provides for the creation and manipulation of any number of fact buffers.
Dynamic in nature, these buffers can be used to communicate several fact objects as a single
atomic unit. That is, receiving CLIPS clients will accept and process the buffer’s contents within
a single execution cycle. Clients are free to ‘put’ or ‘get’ facts into and out of buffers throughout
the life of the buffer. Information as to the contents of a buffer can be obtained by querying the
buffer directly.

COMMUNICATION OBJECT CLASS LIBRARY

The Communication Object Class Library contains methods which are specific to a particular
data object. (These are the routines referred to in the Overview of CMS section above.) These
methods include a set of constructors and destructors along with methods to ‘pack’ and ‘unpack’
an object component-by-component. This library includes additional methods to translate an
object to and from the CLIPS environment and the C Object representation used with PVM. It is
this class library which may require additions if new template forms are to be communicated.

COMMUNICATION OBJECT META CLASS

The motivation of the Communication Object META Class is twofold. The META Class
combines common object class functionality into a single collection of META Class methods.
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That is, the highest level communication functions are exist as META Class methods, which
freely accept any object defined in the Object Class Library without concern for its type. The
same high-level META methods are invoked regardless of the type of objects in a
communication buffer. They determine the actual type of object to be processed and then call the
appropriate class method. This effectively allows clients to deal with a single set of methods
independent of object type.

CLIPS INTERFACE

Essentially acting as a client to the PVM system, this collection of modules extends the
functional interface of the communication system described above to CLIPS processes. This
interface provides CLIPS clients with the same functionality as their C and C++ counterparts. In
an effort to preserve the syntactical style of the CLIPS assert command, several parsers were
incorporated. Since the standard CLIPS external user functions interface does not support such
functionality, some additional source code to the CLIPS distribution code was required. The
following section provides a brief description of the functional interface presented to CLIPS
clients.

CMS FUNCTIONS
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Figure 4. CMS Functions

A CMS EXAMPLE

The following example illustrates a CLIPS knowledge base intended to communicate
VALUE_FRAME templates with CMS. The example consists of four CLIPS constructs: one
deftemplate and three defrules. The first step of the example is to define a VALUE_FRAME
template having four slots. The client registers itself in the session via the CONNECT_ME rule.
This rule also enters the client into a group. The rule then broadcasts the client’s identity to all
other members of its group. Incoming identifications are processed by the
RECEIVE_IDENTITY rule. After receiving another client’s identification, several
VALUE_FRAME facts are placed into a buffer and sent back to the client.

Incoming VALUE_FRAME facts are processed by the PROCESS_VALUE_FRAME rule.
Finally, when there are no more rules on the agenda, the client goes into a blocking receive state
via the execution of the RECEIVE rule. CLIPS clients receive facts in two distinct manners. In
the first case, the communication system is queried at the end of each execution cycle for
pending messages. The second method by which a client can receive messages is through an
explicit call to BMReceive. The functionality of this call is identical to the implicit method, with
the exception that the caller will be put to sleep until a pending message exists. In either case,
incoming facts are processed transparently to the client and produce immediate modifications of
the fact-list.
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Figure 5. A CMS Sample

CONCLUSION

PVM and CLIPS both provide free source code systems that are well maintained by developers
and a sizable number of users. Relative few source code changes are necessary to either system
in order to build a reliable and robust platform that will support distributed computing in a
heterogeneous environment of CPUs operating under UNIX. The CMS system described in this
paper provides the CLIPS interface code and some parsing code sufficient to enable efficient use
of PVM facilities and communication of CLIPS facts and templates among C, C++, and CLIPS
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processes within a PVM virtual machine. Even more efficient communication can be obtained
through enhancements to the PVM source code that can provide more efficient allocation of
memory and reuse of PVM message buffers in certain applications.

NOTES

Information on PVM is best obtained by anonymous ftp from: netlib2.cs.utk.edu

Shar and tar packages are available from the same source.

The authors are currently using the CMS system in applications that involve multiple CLIPS
expert systems in sophisticated interactive user interface settings. It is expected that the basic
CMS code will become available in the Spring, 1995. Inquiries via e-mail are preferred.
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ABSTRACT

As evidenced by current literature, there appears to be a continued interest in the study of real-
time expert systems. It is generally recognized that speed of execution is only one consideration
when designing an effective real-time expert system. Some other features one must consider are
the expert system’s ability to perform temporal reasoning, handle interrupts, prioritize data,
contend with data uncertainty, and perform context focusing as dictated by the incoming data to
the expert system.

This paper presents a strategy for implementing a real time expert system on the iPSC/860
hypercube parallel computer using CLIPS. The strategy takes into consideration, not only the
execution time of the software, but also those features which define a true real-time expert
system. The methodology is then demonstrated using a practical implementation of an expert
system which performs diagnostics on the Space Shuttle Main Engine (SSME).

This particular implementation uses an eight node hypercube to process ten sensor measurements
in order to simultaneously diagnose five different failure modes within the SSME. The main
program is written in ANSI C and embeds CLIPS to better facilitate and debug the rule based
expert system.

INTRODUCTION

Strictly defined, an expert system is a computer program which imitates the functions of a human
expert in a particular field [1]. An expert system may be described as a real-time expert system if
it can respond to user inputs within some reasonable span of time during which input data
remains valid. A vast body of recently published research clearly indicates an active interest in
the area of real-time expert systems [2-12].

Science and engineering objectives for future NASA missions require an increased level of
autonomy for both onboard and ground based systems due to the extraordinary quantities of
information to be processed as well as the long transmission delays inherent to space missions.
[13]. An expert system for REusable Rocket Engine Diagnostics Systems (REREDS) has been
investigated by NASA Lewis Research Center [14, 15, 16]. Sequential implementations of the
expert system have been found to be too slow to analyze data for practical implementation. As
implemented sequentially, REREDS already exhibits a certain degree of inherent parallelism.
Ten sensor measurements are used to diagnose the presence of five different failures which may
manifest themselves in the working SSME. Each module of code which diagnoses one failure is
referred to as a failure detector. While some of the sensor measurements are shared between
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failure detectors, the computations within these detectors are completely independent of one
other.

One apparent way to partition the problem of detecting failures in the SSME, is to assign each
failure detector to its own node on the hypercube system. Because the failure detectors may be
processed simultaneously, a speedup in the execution is expected. But while execution time is a
critical parameter in any real-time expert system, it is not the only ingredient required in order to
guarantee its success. A recent report characterized the features required of expert systems to
operate in real-time. In addition to the requirement of fast execution, the real-time expert system
should also possess the ability to perform context focusing, interrupt handling, temporal
reasoning, uncertainty handling, and truth maintenance. Furthermore, the computational time
required by the system should be predictable and the expert system should potentially be able to
communicate with other expert systems [17]. These aspects are considered in the design
presented in this paper.

METHODS

The rules for diagnosing failures in the SSME were elicited from NASA engineers and translated
into an off-line implementation of a REREDS expert system [18]. While some of the failures can
be diagnosed using only sensor measurements, other failures require both data measurements and
the results obtained from condition monitors. The condition monitors measure both angular
velocity and acceleration on various bearings of the High Pressure Oxidizer Turbo-Pump
(HPOTP) shaft and determine the magnitudes of various torsional modes in the HPOTP shaft
[19]. Due to the lack of availability of high frequency bearing data and additional hardware
requirements for implementing real-time condition monitors, this expert system considered only
those failure detectors which required sensor measurements alone.

The five failure detectors which rely solely on sensor measurements for diagnosis are listed in
Table 1 along with a description of the failure, the required sensor measurements, and their
respective, relative failure states. Notice that failure detectors designated F11 and F15 cannot be
differentiated from one another and are thus combined into one single failure mode.

For each sensor measurement listed, the expert system knowledge base is programmed with a set
of nominal values and deviation values (designated in our work by σ). One of the roles of the
expert system is to match incoming sensor measurements with the nominal and deviation values
which correspond to the specific power level of the SSME at any given time. Any sensor
measurement may deviate from the nominal value by ± σ without being considered high or low
relative to nominal. Beyond the σ deviation, the sensor measurement is rated with a value which
is linearly dependent upon the amount of deviation. This value is referred to as a vote and is used
by a failure detector to determine a confidence level that the failure mode is present. This voting
curve is illustrated in Figure 1.

Once a vote has been assigned to every sensor measurement, each failure detector averages the
votes for all of its corresponding sensor measurements. The final result will be a number between
-1.00 and +1.00. This result is converted to a percent and is referred to as the corresponding
confidence level of that failure mode. The underlying motivation for this approach is to add
inherent uncertainty handling to the expert system.
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Failure
Detector

Description Measurements Failure
States

F11/15 Labyrinth/Turbine Seal Leak LPFP Discharge Pressure
FPOV Valve Position
HPFTP Turbine Discharge Temp.

Low
High
High

F67 HPOTP Turbine Interstage &
Tip Seal Wear

HPOTP Discharge Temperature
HPOP Discharge Pressure
HPOTP Shaft Speed
MCC Pressure

Low
Low
Low
Low

F68 Intermediate Seal Wear Secondary Seal Drain Temperature
HPOTP Inter-Seal Drain Pressure

Low
Low

F69 HPOP Primary Seal Wear HPOP Primary Seal Drain Pressure
Secondary Seal Drain Pressure
Secondary Seal Drain Temperature

High
High
High

F70 Pump Cavitation HPOP Discharge Pressure
HPOTP Shaft Speed
MCC Pressure

Low
Low
Low

Table 1. Failure Detectors Only Requiring Sensor
Measurements for Failure Diagnosis

s 2s 3s

-1.0

0.0

1.0

Failure Vote

Range of Measurement

-1.0

0.0

1.0

Nominal
Measurement

Value

Figure 1. Voting Curve for Sensor Measurement with “High” Failure State

Each individual failure detector was implemented in CLIPS on a personal computer and its
accuracy was tested and verified using simulated SSME sensor data. Once satisfactory results
were achieved, an ANSI C program was written for the iPSC/860 hypercube computer which
would initialize the CLIPS environment on five nodes of a 23 hypercube structure. These five
nodes, referred to as the failure detector nodes , load the constructs for one failure detector each,
and use CLIPS as an embedded application as described in the CLIPS Advanced Programming
Guide [20]. In this way, CLIPS will only be used for evaluation of the REREDS rules. All other
programming requirements, including opening and closing of sensor measurement data files,
preliminary data analysis, and program flow control are handled in C language. By embedding
the CLIPS modules within ANSI C code, context focusing and process interruptions can be more
efficiently realized.

Coordination of data acquisition and distribution among the failure detector nodes is
accomplished through a server node which is programmed to furnish sensor measurement data to
requesting nodes. Since the data for this study originate from the SSME simulator test bed, data
retrieval is accomplished simply by reading sequential data from prepared data files. The server
node transfers incoming sensor measurements into an indexed memory array, or blackboard,
from which data are distributed upon request to the failure detector nodes. When the blackboard
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is updated, all requests for data are ignored until data transfer is completed. This assures that
reasoning within the expert system is always performed on contemporaneous data. The server
node does not invoke the CLIPS environment at any time. It is programmed entirely in C
language code.

One additional node, referred to as the manager node, is used by the expert system to coordinate
the timing between the failure detector nodes and the server node. Like the server node, the
manager node does not invoke the CLIPS environment. Once the manager node has received a
“ready” message from all failure detector nodes, it orders the server node to refresh the data in
the blackboard. During this refresh, the failure detector nodes save their results to permanent
storage on the system. The activities and process flow of all three types of nodes used in this
research are illustrated in Figure 2. The asterisk denotes the point at which all nodes synchronize.

CONCLUSION

Profiling studies were conducted on the parallel implementation of the REREDS expert system.
It was found that the system could process the sensor measurements and report confidence levels
for all five failure modes in 18 milliseconds. A sequential implementation of the expert system
on the same hardware was found to require over 50 milliseconds to process and report the same
information, indicating that the parallel implementation can process data at nearly three times as
quickly. Considering the fact that seven processors are being used in the parallel implementation,
these results may seem somewhat disappointing, however, the profiling studies also indicate that
additional speedup can be realized in future implementations of this expert system if the data
blackboard is also parallelized. Using only one server node causes some hardware contention.
Shortly after the nodes synchronize, the failure detectors tend to overwhelm the server with five
(nearly) simultaneous data requests. By adding a second server node to the system, this
contention can be greatly reduced.

Since the data can be processed at a fast, continuous rate, the validity of sensor measurements
can be assured during processing. Consequently, truth maintenance is realized by suppressing
data requests to the server node until all sensor measurements have been simultaneously updated.
This guarantees that all data accessed by the failure detector nodes during any processing cycle is
the same “age.”

Due to the nature of the particular expert system selected for this research, the time required by
the failure detectors to process SSME data remains constant regardless of whether or not a failure
condition exists. Thus, predictability is always assured for this example. Also, the need for
temporal reasoning is not explicitly indicated and is therefore not investigated. Since these
aspects of the design are application specific, they and must be investigated in future work using
different expert system models.

As discussed earlier, uncertainty handling is inherent to this expert system. The voting scheme
and use of confidence levels permits reasoning, even in the presence of noisy, incomplete, or
inconsistent data. Since the output from the system is a graded value rather than a binary value,
the output carries with it additional information about the expert system’s confidence that a
particular failure is occurring.
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One of the most important features of this design is that program flow control and system I/O is
accomplished in C language code. Using CLIPS as an embedded application within a fast,
compiled body of C language code allows the expert system to be more easily integrated into a
practical production system. Complex reasoning can be relegated directly and exclusively to the
nodes invoking the CLIPS environment, while tasks which are better suited to C language code
can be performed by the server and manager nodes. Thus, simple decisions can be realized
quickly in C language rather than relying on the slower CLIPS environment. Based on fast
preprocessing of the sensor measurements, the C language code can be used to initiate process
interrupts during emergency conditions and even change the context focusing of the expert
system. Those tasks which require complex reasoning can be developed and refined separately in
CLIPS, taking full advantage of the debugging tools available in the CLIPS development
environment.

While the rules for this particular expert system are somewhat simple compared to other
applications considered in the literature, it is believed that the approach used in this study can be
extended to other examples. This study demonstrates that parallel processing can not only speed
up the execution of certain expert systems, but also incorporate other important features essential
for real-time operation.
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ABSTRACT

The Program Development Environment PDE is a tool for massively parallel programming of
distributed-memory architectures. Adopting a knowledge-based approach, the PDE eliminates
the complexity introduced by parallel hardware with distributed memory and offers complete
transparency in respect of parallelism exploitation. The knowledge-based part of the PDE is
realized in CLIPS. Its principal task is to find an efficient parallel realization of the application
specified by the user in a comfortable, abstract, domain-oriented formalism. A large collection of
fine-grain parallel algorithmic skeletons, represented as COOL objects in a tree hierarchy,
contains the algorithmic knowledge. A hybrid knowledge base with rule modules and procedural
parts, encoding expertise about application domain, parallel programming, software engineering,
and parallel hardware, enables a high degree of automation in the software development process.

In this paper, important aspects of the implementation of the PDE using CLIPS and COOL are
shown, including the embedding of CLIPS with C++-based parts of the PDE. The
appropriateness of the chosen approach and of the CLIPS language for knowledge-based
software engineering are discussed.

INTRODUCTION

Massive parallelism is expected to provide the next substantial increase in computing power
needed for current and future scientific applications. Whereas there exists a variety of hardware
platforms offering massive parallelism, a comfortable programming environ- ment making
programming of distributed-memory architectures as easy as programming single address space
systems is still missing. The programmer of parallel hardware is typically confronted with
aspects not found on conventional architectures, such as data decomposition, data and load
distribution, data communication, process coordination, varying data access delays, and
processor topology. Approaches to a simplification of parallel programming that have been used
previously, in particular for shared-memory architectures, are transformational and compile-time
parallelization [9, 10]. However, such code-level parallelization is extremely difficult for
distributed architectures. Additionally, only a limited, fine-grain part of the opportunities for
parallel execution within the program can be detected, and the results are dependent on the
programming style of the programmer. The detection of conceptual, coarse-grain parallelism
found in many applications from natural sciences and engineering is in general too complicated
for current parallelization techniques.

Our Program Development Environment PDE [4, 6] is a tool for programming massively parallel
computer systems with distributed memory. Its primary goal is to handle all complexity
introduced by the parallel hardware in a user-transparent way. To break the current limitations in
code parallelization, we approach parallel program development with knowledge-based
techniques and with user support starting at an earlier phase in program development, at the
specification and design phase.
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In this paper we focus on the expert system part of the PDE realized in the CLIPS [7] language.
At first, a short overview of the PDE is given. The representation and use of knowledge is the
topic of section 3. This is followed by sections showing aspects of external interfaces, problem
representation, and embedding with C++. The important role of an object-oriented approach will
be elaborated in these parts. A discussion of results, the appropriateness of the CLIPS language,
and the current state of the development concludes the paper.

OVERVIEW OF THE PDE

The basic methodology of programming with the PDE consists of three steps [5]:

1. Problem specification using a domain-specific, high-level formalism
2. Interactive refinement and completion of the specification (if needed)
3. User-transparent generation of compilable program code

According to this three-step approach to the programming process, the program development
environment_consists of the three functional components shown in Fig. 1. In a typical session,
the programmer gives an initial specification of the problem under consideration using a
programming assistant interface. Currently, we have an interface SMPAI covering the domain of
stencil-based applications on n-dimensional grids. Other interfaces are in preparation. The initial
problem specification is decomposed into the purely computational features and the features
relevant for the parallel structure. The first are passed directly to the Program Synthesizer PS, the
latter go to the Programming Assistant PA. Then, in interaction with the user, the PA extracts
and completes the information needed to determine an appropriate parallel framework. The PA is
the central, largely AI-based component of the PDE, relying on various kinds of expert
knowledge. The program synthesizer expands the parallel framework into compilable, hardware
specific, parallel C++ or C programs.

REPRESENTATION OF ALGORITHMIC KNOWLEDGE

The PDE embodies a skeleton-oriented approach [3] to knowledge-based software engineering.
A large collection of hierarchically organized fine-grain skeletons forms the algorithmic
knowledge. The hierarchy spans from a general, abstract skeleton at the root to highly problem-
specific, optimized skeletons at the leaf-level. Skeleton nodes in the tree represent a number of
different entities. First, every non-leaf skeleton is a decision point for the rule-based descent. The
descendants are specializations of the actual node in one particular aspect, the discrimination
criterion of the skeleton. Every skeleton node contains information about the discrimination
criterion and value that leads to its selection among the descendants of its parent node. The
discrimination criteria represent concepts from parallel programming, application domain, and
characteristics of the supported parallel hardware architectures. Second, a skeleton node holds
information about requirements other than the discrimination criterion that have to be checked
before a descent is done. Third, skeleton nodes have slots for other kind of information that is not
checked during descent but that may be helpful for the user or for subsequent steps. Finally, the
skeleton nodes have attached methods or message handlers that are able to dynamically generate
the parallel framework for the problem to be solved with the chosen skeleton.

Based on these different roles, the question arises whether the skeleton knowledge base should
be built using instance or class objects. To access information in slots, a skeleton node should be
an instance of a suitable class. However, to attach specialized methods or message-handlers at
any node, skeletons have to be represented using classes. Also, the specialization type of the
hierarchy suggests the use of a class hierarchy for the skeleton tree. We have solved the conflict
by using both a class and an instance as the representation of a single skeleton node. A simplified
example skeleton class is:
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(defclass skel-32 (is-a init-bnd-mixin skel-5)
(pattern-match reactive)
(slot discrimination-crit

(default problem-type)
(create-accessor read))

(slot discrimination-value
(default INIT_BND_VAL_PROBLEM)
(create-accessor read))

(multislot constraints
(create-accessor read-write))

(multislot required
(default (create$ gridinstances_requirement))
(create-accessor read)))

The required slot holds instances of the requirements mentioned above. Constraints are an
additional concept used for describing restrictions in application scope.

All instances of the skeleton nodes are generated automatically with a simple function:

(deffunction create-instances (?rootclass)
(progn$

(?node (class-subclasses ?rootclass inherit))
(make-instance ?node of ?node)))

The two basic operations on the skeleton tree are the finding of the optimal skeleton, i.e., the
descent in the tree, and the generation of the computational framework based on a selected node.

Rule-based skeleton tree descent

The descent in the skeleton tree is driven by rules. Based on the discrimination criterion of the
current node, rules match on particular characteristics of the application specification and try to
derive a value for the criterion. If a descendant node with the derived criterion value exists, it
will get the candidate for the descent. The following example rule tries to find a descendant
matching the grid coloring property of the specification:

(defrule DESC::coloring-1
?obj <- (object (name [descent_object]) (curr_skel ?skel))
?inst <- (object (discrimination-crit coloring)
(discrimination-value ?c))
(test (member$ (class ?inst) (class-subclasses (class ?skel))))
?res <- (object (nr_of_colors ?c))
?app <- (object (is-a PAapp_class) (results ?res))
=>
(send ?obj put-next_skel ?inst)
(send ?obj put-decision_ok t))

The pattern matching relies heavily on object patterns. The whole expert system is programmed
practically without the use of facts. The rule first matches a descent object, then a skeleton which
is a descendant of the current skeleton and finally the nr_of_colors slot of the problem
specification. Note that the particular ordering of object patterns is induced by some peculiarities
of the CLIPS 6.0 pattern matching procedure. In order to handle references to objects in other
modules, it is advisable to use instance addresses instead of instance names. CLIPS does not
match objects from imported modules when they are refered to by a name property and the
module name is not explicitly given. On the other hand, CLIPS has no instance-address property
for object patterns and the form ?obj <- (object ...) does not allow ?obj to be a bound variable.
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So, the ordering of patterns is restricted in such a way that first an object gets matched and then it
is verified whether it is the desired one. The consequence is probably some loss in pattern
matching efficiency.

Although our initial problem domain is sufficiently restricted and well-defined to allow a
complete, automatic descent in most cases, there is a collection of user interaction tools, called
the Intelligent Skeleton Programming Environment ISPE, ready to handle the case when the
descent stops before reaching a sufficiently elaborated skeleton. With the ISPE, the user can add
missing information, select a descendant node manually, or even step through the tree guided by
the expert system. For such a functionality, the ISPE needs a high integration with the expert
system. The rules for the descent are divided into various modules, separating search for
descendants, verification and actual descent in different rule modules. The object of class
descent_class used in the rule above serves to keep track of the current state of descent and to
coordinate between the rule modules.

Generating output from the skeleton tree

After successful selection of a skeleton node for the application under consideration, the parallel
framework can be generated. This is done by calling message-handlers attached to all skeletons.
An example parallel framework for a simple stencil problem is:

init(Grid);
FOR (iter = 0; iter < nr_of_iterations; iter++) DO

FOR (color = 0; color < 3; color++) DO
INTERACTION

fill_buf(Grid, w_obuf, west, color);
Exchange(e_ibuf, east, w_obuf, west);
scatter_buf(Grid, e_ibuf, east, color);

END;
CALCULATION

update(Grid, color);
END;

ENDFOR;
ENDFOR;

finish(Grid);

The building blocks of this formalism [2] are communication and computation procedure calls,
grouped by sequencing or iteration statements.

Object-oriented concepts are realized for optimizing the representational efficiency in the
skeleton tree. First, inheritance insures that information stored in the slots of the skeleton nodes
is passed down the tree. If from a certain point on it does not apply any more, it can be overriden.
Second, new behaviour is introduced with mixin classes. As it can be seen in the skel-32 node
shown earlier, each node has both a mixin class and the parent class in its superclass list. In this
way, it is possible to define a particular feature only once, but to add it at various points in the
tree. Finally, instead of having methods that for each skeleton individually generate the complete
parallel framework, an incremental method combination approach has been chosen. Every
method first calls the same method of its parent node and then makes its own additions. The
message-handler below shows this basic structure:

(defmessage-handler stencil-MS-mixin generate-MS ()
(bind ?inst (call-next-handler))
(send ?inst put-global_vars (create$ .... )))
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Message-handlers instead of methods have to be used for this kind of incremental structure, as
methods in CLIPS do not have dynamic precedence computation, whereas message-handlers do.
Using methods, the sequence of skeleton and method definitions in the source file would be
dominant for the precedence instead of the class hierarchy at runtime.

INTERFACES AND PROBLEM REPRESENTATIONS

The expert system of the PDE has basically three interfaces to the outside. It receives input from
the problem specification tools, generates the parallel framework as output for the program
synthesizer component, and it has an interface for user interaction.

Input

In order to omit a parser written in CLIPS, the formalism for the problem specification was
chosen to be directly readable into CLIPS. A natural way to achieve this consists in using
instance-generating constructs. We have two types of constructs in the input formalism, for
example:

(make-instance global_spec of global_spec_class
(grid_const 1.0)
(dimension 2)
(problem_type BND_VAL_PROBLEM))

(stencil_spec
(assign_op

(grid_var f (coord 0 0))
(function_call median

(grid_var f (coord -1 0))
(grid_var f (coord 0 0))
(grid_var f (coord 1 0)))))

In the first statement above, where global properties of the application are defined, the make-
instance is part of the formalism. Obviously, reading such a construct from a file with the CLIPS
batch command generates an instance of the respective class and initializes the slots. In the
second case, where the stencil is defined, the instance-generating ability is not directly visible.
However, for every keyword such as stencil_spec, assign_op or grid_var, there are functions
creating instances of respective classes, e.g.:

(deffunction grid_var (?name ?coord)
(bind ?inst (make-instance (gensym*) of grid_var))
(send ?inst put-var_name ?name)
(send ?inst put-coord ?coord))

The reasons to not use make-instance in all cases are that some constructs can have multiple
entities of the same name, e.g., a stencil can have multiple assignment operations, and additional
processing that is needed by some constructs.

The lack of nested lists in CLIPS was considered as a disadvantage at the beginning, in particular
regarding the close relation between CLIPS and Lisp/CLOS. However, a recursive list construct
can be easily defined with COOL objects and instance-generation functions similar to the one
above. Certainly, this is not appropriate if runtime efficiency is critical. In the course of the PDE
development, the lack of lists proved to have a positive effect on style and readability. For
example, instead of using just the list (-1 1 2) for a 3-D coordinate, using the construct (coord -1
1 2) creates an instance of a specialized class for coordinate tuples. Such an instance can be
easier handled than a list and appropriate methods or message-handlers can be defined. The
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whole problem representation after reading the specification input is present in a number of
nested, interconnected instances of respective classes.

Output

The result of the generation of the parallel framework is a problem representation by means of a
number of instances, much in the sense of the input representation shown above. The writing of
an output file as shown in section 3.2 is done with message-handlers attached to each of the
relevant problem representation classes, e.g., a for-loop is written by:

(defmessage-handler for_loop_class write-out (?stream)
(printout ?stream

"  FOR (" ?self:varname " = " ?self:from ";  "
?self:varname " < " ?self:till
";  " ?self:varname "++) DO " t)

(progn$ (?el ?self:subs)
(send ?el write-out ?stream))
(printout ?stream "  ENDFOR;" t))

EMBEDDING WITH C++

The global structure of the PDE consists of components written in C++, among them the main
program and the graphical user interface, and an embedded CLIPS expert system for knowledge
representation and reasoning. Additionally, two parsers use the Lex/Yacc utilities. Whereas some
components, such as the parsers, are integrated only by means of intermediate files for input and
output, the expert system is highly integrated with the C++-based ISPE and the graphical user
interface. The CLIPS dialog itself is visible to the user through a CLIPS base window. Figure 2
shows both the CLIPS dialog window and a browser window for graphically browsing the
skeleton tree.

Data integration

Both CLIPS and C++ offer objects for the representation of data. It is therefore a straightforward
decision to use the object mechanism for the data integration between an expert system written in
CLIPS and programs written in C++. The concept for the CLIPS-C++ integration relies on the
decisions to represent common data on the CLIPS side using COOL objects and to provide
wrapper classes on the C++ side for a transparent access to COOL objects. A class hierarchy has
been built in C++ to represent CLIPS types, including classes and instances. Access to COOL
classes is needed for example in the skeleton tree browser, where descendants of a node are only
found by inspecting the subclasses list of the node.

The C++ wrapper classes consist of an abstract class clips_type with subclasses for the CLIPS
data types integer, float, symbol, string, multifield, and for COOL classes and instances. The
class coolframe used to represent COOL instances is shown below:

class coolframe : public clips_type
char* framename;

public:
coolframe(char* name);
clips_type* get_slot(char* slotname);
int put_slot(char* slotname, clips_type* value);
char* class_of(); ";

The creation of a C++ frontend to a COOL instance is performed by just instantiating the above
class, giving the constructor the name of the COOL instance. Accesses to slots have to be done
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by using the get_slot and put_slot member functions that refer to functions in the CLIPS external
interface [8]. The class coolframe is a generic class, usable for any COOL instance, no matter
what collection of slots the COOL instance has. A more sophisticated approach with separate
members for all slots would be somewhat more convenient, as the distinction between accessing
a C++ object and accessing a COOL object through the C++ wrapper would be completely
blurred. However, defining classes on the fly, based on the structure of the COOL instances, is
not possible in C++. The chosen system with general-purpose wrapper classes is already
convenient for use in C++. Operators and functions in C++ can be overloaded to handle CLIPS
data transparently. For example, the basic mathematical operations can be overloaded to combine
C++ numbers with CLIPS numbers in one expression.

Care has to be taken to not introduce inconsistencies between the data stored in CLIPS and the
C++ wrappers. To this end, the C++ interface to CLIPS does not cache any information, and
before performing any access through the CLIPS external interface it is verified whether the
COOL object to be accessed still exists.

Functional integration

The goal with functional integration is to achieve fine-grain control over the reasoning in the
expert system from C++-based components whenever needed. For example, it is sometimes
desirable to check whether one single descent from the current skeleton node is possible. Or, the
user may prefer to step manually through the tree, getting support from the expert system. The
detailed control needed for such tasks has been achieved with a partitioning of the rules into a
number of rule modules. Then, the C++ component can set the focus to just the rule system
desired and start the reasoning.

Two basic means to interact from the C++ components to the CLIPS expert system exist in the
PDE. First, a C++ program can call any of the C functions from the CLIPS external interface.
This happens without user visibility in the CLIPS dialog window, and a return value can be
obtained from the call. Second, thanks to the graphical user interface written in C++, the C++
program can directly write to the dialog window in such a way that CLIPS thinks it received
input at the command line. Using this alternative, no return value can be passed back to the C++
component, but the interaction is visible to the user in the window. It is thus most suited to
starting the reasoning or other functions that produce output or a trace in the dialog window.

CONCLUSIONS

The realization of the parallel program development environment PDE has successfully achieved
the primary goal of making parallel programming as simple as sequential programming within
the initial problem domain of stencil-based applications. Moreover, thanks to programming
environment support spanning from the design level up to automated code generation and thanks
to the reuse of important software components, parallel programming with the PDE can be
considered substantially simpler and more reliable than sequential programming in a common
procedural language. Apart from the high-level, domain-oriented approach to programming, the
PDE offers to the user efficiency preserving portability of software across platforms, reuse of
critical software components, and a flexible and comfortable interface.

With a focus on the parts realized using CLIPS, various aspects of the implementation of our
knowledge-based parallel program development tool PDE have been shown in this paper. CLIPS
in its current version 6.0 [8] proved to have some critical properties making it particularly well-
suited for the use within the PDE. Of highest importance are probably the object-oriented
capabilities of CLIPS, enabling flexible interfaces to the outside, appropriate representations of
knowledge and intermediate problem states, and, together with the CLIPS external interface, a
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convenient embedding with the C++ components of the PDE. CLIPS is well suited for a rapid
prototyping approach to system development, in particular due to the flexibility that the object-
oriented mechanism can offer. The PDE development is currently in the fourth prototype. Apart
from the first throw-away prototype done in CLOS [1], each prototype reuses large parts of the
previous one, adding completely new components or new functionality.

The problems with the CLIPS language encountered during the PDE development relate in part
to the resemblance of CLIPS to CLOS. Examples are the lack of the lists in the sense of Lisp, the
static precedence determination for methods, or the inability to pass methods or functions as
first-class objects. But alternatives offering similar functionality have been found in all cases.
Apart from such CLOS-like items, a suggestion for improvement of the CLIPS language based
on our experience is to focus more on object patterns in rules than on facts or templates. An
useful extension of the CLIPS external interface, based on the popularity of the C++
programming language, would be the definition and documentation of a C++ frontend for COOL
objects.
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ABSTRACT

The requirement for improving aircraft utilization and responsiveness in airlift operations has
been recognized for quite some time by the Canadian Forces.  To date, the utilization of scarce
airlift resources has been planned mainly through the employment of manpower-intensive
manual methods in combination with the expertise of highly qualified personnel. In this paper,
we address the problem of facilitating the load planning process for military aircraft cargo planes
through the development of a computer-based system.  We introduce TALBAS (Transport
Aircraft Loading and BAlancing System), a knowledge-based system designed to assist
personnel involved in preparing valid load plans for the C130 Hercules aircraft.  The main
features of this system which are accessible through a convivial graphical user interface, consists
of the automatic generation of valid cargo arrangements given a list of items to be transported,
the user-definition of  load plans and the automatic validation of such load plans.

INTRODUCTION

The aircraft load planning activitiy represents the complex task of finding the best possible cargo
arrangement within the aircraft cargo bay, given a list of various items to be transported.  In such
an arrangement, efficient use of the aircraft space and payload has to be made while giving due
consideration to various constraints such as the aircraft centre of gravity and other safety and
mission related requirements. The diversity of the equipment to be transported and the variety of
situations  which may be encountered dictate that highly trained and experienced personnel be
employed to achieve valid load plans. Additionally, successful support of military operations
requires responsiveness in modifying conceived load plans (sometimes referred to as "chalks") to
satisfy last-minute requirements.

The development of a decision support system to assist load planning personnel in their task
appears to be a natural approach when addressing the simultaneous satisfaction of the numerous
domain constraints.  The chief idea behind TALBAS consists of encoding the knowledge of
domain experts as a set of production rules.  The first section of this paper is devoted to a
description of the fundamental characteristics of the load planning problem.  A review of major
contributions and research work in the field of computer-assisted load planning is then presented.
The next section provides a detailed description of the TALBAS architecture and an overview of
the modelled reasoning approach used to achieve valid load plans.  Finally, a list of possible
extensions to the current system  is given.

PROBLEM STATEMENT

The problem of interest may be briefly stated as summarized by Bayer and Stackwick [1]:

“there are various types of aircraft which may be used, each with different capabilities
and restrictions and different modes in which it may be loaded, and finally, there is a
large variety of equipment to be transported.”
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Additionally, the load's center-of-balance must fall within a pre-defined Center of Gravity (CG)
envelope for all loading methods, otherwise imbalance can render the airplane dynamically
unstable in extreme cases.

First addressing the issue of diversity of equipment to be transported, we note that each aircraft
can be loaded with cargo including any or all of the following items: wheeled vehicles, palletized
cargo, tracked vehicles, helicopters, miscellaneous equipment and personnel.  Each type of cargo
item requires different considerations.  The wide variety of cargo items to be loaded poses a
significant difficulty in that a feasible load configuration has to be selected from a very large
number of possible cargo arrangements, given a number of pre-defined areas within the aircraft
cargo bay which may each impose different restrictions on the type of item which may be loaded
depending on weight limitations and other constraints.

Secondly, the load arrangements are dependent upon the following delivery methods : strategic
air/land, airdrop, low-altitude parachute extraction system (LAPES) and tactical air/land.

For strategic air/land missions, the emphasis is on maximum use of aircraft space and few
tactical considerations are involved. In a tactical air/land mission however, speed and ease with
which cargo can be on-loaded and off-loaded takes precedence.

Airdrop operations consist of off-loading equipment and personnel by parachute.  LAPES is
executed when the aircraft is flown very close to the ground over a flat, clear area. In this case,
an extraction parachute is deployed from the rear of the aircraft, after which the aircraft
reascends.  The equipment, mounted on a special platform, is pulled from the aircraft by the drag
on a parachute and skids to a halt.  Airdrop and LAPES missions must maintain aircraft balance
while dropping cargo and must also provide space between items for parachute cables.

A third issue concerns the characteristics and limitations pertaining to the type of aircraft being
loaded.  The load capacity of an aircraft depends on its maximum design gross weight (i.e.,
weight when rounded or upon take-off), its maximum landing gross weight and maximum zero
fuel weight (i.e., weight of aircraft and its load when fuel tanks are empty).  The maximum
design gross weight includes the fuel load to be carried which is determined, at the outset, on the
basis of the distance to be flown and other operational requirements.  The established quantity of
aircraft fuel in turn influences the allowable load which corresponds to the maximum
cargo/personnel weight the aircraft can carry.

Finally, constraints pertaining to loading, unloading and in-flight limitations have to be checked
when an item is loaded into the aircraft cargo bay.  To model a realistic situation, safety and
mission related restrictions and parameters such as transport of dangerous goods and
cargo/personnel movement priorities, are also taken into account in the set of constraints.

A mathematical formulation of the aircraft loading problem may be obtained through the
application of Operations Research techniques.  The underlying closely related bin-packing
problem (Friesen and Langston [2]) is known to be NP-hard in the strong sense, suggesting it is
unlikely that a polynomial solution exists (Garey and Johnson [3]).  However, if the requirement
of finding the best solution is relaxed to finding a good solution, then heuristic techniques can be
applied successfully (Pearl [4]).  For a number of reasons to be presented later in this paper, we
propose to adopt a heuristic approach based on the knowledge of domain experts. In the
following section, we undertake a review of two successful endeavors aimed at facilitating
aircraft load planning, that is AALPS and CALM.

204



The Automated Aircraft Load Planning System (AALPS)

AALPS was developed for the US Forces in the early 1980s, using the Sun workstation as the
platform.  This load planning tool is a knowledge-based system built using the expertise of
highly trained loadmasters.

The underlying system architecture is designed to serve three basic functions: the automatic
generation of valid loads, validation of user-defined load plans and user-modification of existing
load plans.  To perform these tasks, AALPS incorporates four components:

1) a graphical user interface which maintains a graphical image of the aircraft and
equipment as cargo items are being loaded;

2) an equipment and aircraft databases which contain both dimensional information and
special characteristics such as those required to compute the aircraft CG;

3) the loading module which contains the procedural knowledge used to build feasible
aircraft loads;  and

4) a database which allows the user to indicate his preference from a set of available
loading strategies.

Despite its seemingly powerful features, AALPS would probably necessitate some improvements
at significant costs to meet the requirements of the Canadian Forces.

Another initiative in the area of computer-assisted load planning led to the implementation of the
Computer Aided Load Manifest (CALM), which was initiated by the US Air Force Logistics
Management Centre in 1981.

The Computer Aided Load Manifest (CALM)

The project to develop CALM, formerly called DMES (Deployment Mobility Execution
System), was launched at approximately the same time as AALPS but the established objectives
were slightly different.  In contrast with AALPS, CALM was to be a deployable computer-based
load planning system.  Consequently, the selected hardware was to be easily transportable and
sufficiently resistant for operation in the field.

CALM uses a modified cutting stock heuristic to generate "first-cut" cargo loads, which the
planner can alter through interactive graphics.

This system incorporates fewer functional capabilities than AALPS and runs on a PC compatible
platform, thus resulting in significantly lower development costs.  A major reproach, however, is
that this system does not appear to take explicitly into account important load planning data such
as the weight of the aircraft fuel being carried, hence leading to incomplete results in some cases.
Additionally, the graphical interface would require some improvement to be considered
sufficiently user-friendly.  In spite of these deficiencies, CALM remains a very useful tool to aid
in the load planning process.

In view of the successful research work accomplished in the area of automated aircraft load
planning based on the emulation of expert behavior in this field, we have decided to concentrate
our efforts on the development of an expert system.  The intent in doing so, is to combine the
most valuable features present in the existing systems, namely AALPS and CALM, and to adapt
them to produce a tool tailored to the Canadian military environment.  Our objective is to
develop a system with the following features:

1) be deployable to and operable at remote sites;
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2) be easy to use and provide a convivial user interface;
3) be capable of handling aircraft load planning problems involving a wide variety of items

and several aircraft types used by the Canadian Forces;
4) deal with different types of mission, including the ones with more than one destination;
5) automatically generate valid load plans in a reasonable time;
6) allow the user to alter plans automatically generated by the system;
7) allow users to define their own load plans and issue warnings whenever constraints are

violated.

The next section will describe the functional architecture and design of TALBAS which enable
the integration of the above described desired features.

THE SYSTEM ARCHITECTURE

The functional architecture depicted at Figure 1 serves the same three basic functions as in
AALPS: automatic generation of cargo arrangements, user-definition of load plans and automatic
validation of existing load plans. TALBAS consists of an interactive user interface, a loading
module, a mission and an aircraft database, and necessary communication links for access to
some databases available within the Canadian Forces.  The following provides a description of
the various databases required to build a feasible cargo load:

1) the aircraft database contains detailed aircraft characteristics including dimensional
information and a description of the constraint regions for the C130 Hercules aircraft;

2) the mission database contains detailed mission features mainly in the form of applicable
loading strategies;
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Figure 1. TALBAS Functional Architecture

3) the equipment and cargo list databases together provide a detailed listing of all cargo
items and personnel to be deployed for a mission, including all necessary information
about each particular object such as the weight and dimensional characteristics, and the
order in which the items are to be transported  To minimize the requirement for user
input, a set of default values are provided for the majority of the objects' characteristics
and these may be changed at the user's request as the situation dictates.

The user interface module performs two main tasks: the graphical display and the constraints
checking.  The aircraft floor and the items being loaded are graphically represented on the
screen.  Objects representing loaded cargo items and the various areas of the aircraft cargo floor
are drawn on the basis of information available in the different databases described above.  All
onscreen cargo items are treated as active objects;  they can be dragged and moved within the
aircraft cargo bay after being selected with a mouse.

The constraints checker ensures that any violation of the center of gravity limits or of other in-
flight restrictions is reported through the display of warning message dialog boxes.  All the
critical load planning data, such as the aircraft CG upon take-off, are computed every time an
item is placed or moved within the aircraft cargo area.

The loading module basically consists of an expert system which automatically generates valid
load plans.  The load planning process will be reviewed in details in the next section.

TALBAS has been developed through the implementation of an incremental prototyping
methodology whereby the end user is continuously involved in the refining process of the current
prototype.  The availability of an ever-improved GUI and loading module, allows for a fail-safe
capture of user requirements.  The PC platform has been selected for development purposes in
order to produce,  in a cost effective fashion, a deployable tool operable at remote sites as a
stand-alone system.  TALBAS has been designed with an object oriented approach to favor
reusability.

The user interface has been implemented using Microsoft Windows and C++.  The expert system
portion of TALBAS is an enhanced application of the expert system shell CLIPS.  This module
has been created as a Dynamic-Link Library (DLL).  A DLL is a set of functions that are linked
with the main application at run time which is, in our case, the user interface.  When faced with
the problem of having CLIPS communicate with the graphical user interface, three alternatives
were contemplated: embedding of CLIPS-based loading module into the main program;
implementation of the CLIPS-based loading module as a DLL: or use of the Dynamic Data
Exchange (DDE) concept.

DDE is most appropriate for data exchanges that do not require ongoing user interaction.
However, the requirement for the devised expert system to constantly monitor any changes made
by the user when modifying load plans onscreen has made the approach an unacceptable one.
Embedding the CLIPS-based loading module within the main application required that both the
user interface and the loading module fit within 64K of static data.  This is not possible since the
CLIPS-based application (version 6.0) uses all this amount of memory space. On the other hand,
implementing the CLIPS-based application as a DLL allows the former and the user interface to
be considered separately such that each of the two application codes can fit within the limit of
64K of static data.
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The Loading Module

A heuristic approach has been selected as a solution to address the load planning problem.  The
loading methodologies applied by loadmasters and load planners have been encoded as a set of
production rules. This choice was first motivated by the fact that rules of thumb are often the
only means available to the experts when seeking a good first try---one requiring the fewest
alterations--- to achieve a valid load.  As an example, load planning experts generally agree to
follow a "60--40'' rule of thumb, namely 60% of the load weight has to be located at the front of
the aircraft and 40% at the rear. The second reason for the choice of a knowledge-based system is
that the expert knowledge represented in the form of production rules can be easily maintained
and updated to incorporate new assets as they are acquired by the Canadian Forces or to adapt to
new situations.

Among the three basic objectives, namely the automatic generation of valid load plans, the
automatic validation of user-defined load plans and the user-definition of load plans, the first two
are achieved using the expert system in TALBAS.  The third objective is achieved through the
implementation of a graphical user interface allowing the user to manipulate objects onscreen.
The expert system is made of two distinct modules as can be seen from Figure 2.  The Loading
knowledge-base contains all the information related to aircraft loading procedures while the rules
contained in the Validation knowledge-base allow the system to recover from situations
characterized by a non-balanced aircraft or violated constraints.

Figure 2. TALBAS Expert System

The Loading knowledge-base contains all rules which are essential to initially identify one
possible load configuration.  As in AALPS, an initial cargo state contained in a database of facts
is iteratively transformed by our system into an acceptable cargo arrangement by applying a
sequence of operators representing the loadmaster's knowledge.  In generating a load
configuration, pre-defined areas of the aircraft floor are assigned to each category of  items or
passengers to be transported.  For instance, when both cargo and passengers have to be loaded,
passengers are usually assigned to the front of the aircraft.  Next, a selection of the appropriate
item in each category (e.g. vehicles) is made, based on weight, width and length considerations.
Since the aircraft balance is a primary concern, a preliminary selection among all cargo items is
accomplished on the basis of weight followed by consideration of dimensional information
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depending on the type of item selected.  The integrated computation module will subsequently
compute the achieved CG and verify that numerical constraints have not been violated.

At this step, the coded heuristics contained in the loading knowledge-base are likely to have
produced an acceptable "first-cut" load plan.  However, the system will try to find a cargo
arrangement characterized by an optimal CG value while ensuring that all constraints are
satisfied.  If the initial load is not acceptable, the system will make use of rules stored in the
validation knowledge-base to first slide the loaded items, if there is sufficient aircraft space
remaining to do so, or attempt to rearrange these items if sliding operations are not feasible.
TALBAS will stop when it has identified either an optimal load plan or an acceptable one.  In
such cases where no possible solutions may be found for the list of given items to be loaded and
no more permutations can be made, the system issues a warning message indicating that no valid
load plans can be found with that combination of items.

A second role played by the expert system module concerns the validation of user-defined load
plans.  In this case, it operates in the same fashion as described above when automatically
generating valid load plans with the difference that the initial load plan is produced by the user
himself.

CONCLUSION AND FUTURE WORK

In this paper, we have presented a knowledge-based alternative to facilitate load planning of
military aircraft.  We have successfully incorporated most of the valuable features present in the
existing systems, AALPS and CALM, and adapted them to produce a tool tailored to meet the
specific requirements of the Canadian military environment.  The major concerns which have
been addressed were the deployability and conviviality of the designed system.  The CLIPS-
based expert system module automatically generates valid load configurations and validates user-
defined/modified load plans.  The developed graphical user interface allows for the easy
alteration of existing plans.

Efforts in the design of the developed system have been primarily focused on the loading of the
C130 Hercules aircraft, since it is currently the principal airlift resource used by the Canadian
Forces for the transport of cargo and personnel.  The system may however, be easily adapted to
accommodate other existing or future types of Canadian Forces transport aircraft.  Expansion of
TALBAS to permit the loading of several aircraft, while giving due consideration to the
movement priority level assigned to each item to be airlifted, is currently  under development.
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ABSTRACT

The Naval Research Laboratory has developed an oceanographic expert system that describes the
evolution of mesoscale features in the Gulf Stream region of the northwest Atlantic Ocean. These
features include the Gulf Stream current and the warm and cold core eddies associated with the
Gulf Stream. An explanation capability was added to the eddy prediction component of the
expert system in order to allow the system to justify the reasoning process it uses to make
predictions. The eddy prediction and explanation components of the system have recently been
redesigned and translated from OPS83 to C and CLIPS and the new system is called WATE
(Where Are Those Eddies). The new design has improved the system’s readability,
understandability and maintainability and will also allow the system to be incorporated into the
Semi-Automated Mesoscale Analysis System which will eventually be embedded into the
Navy’s Tactical Environmental Support System, Third Generation, TESS(3).

INTRODUCTION

One of the major reasons CLIPS is so widely used is the ease with which it allows a rule base to
be incorporated as one component of a larger system. This has certainly been the case with the
eddy prediction component of the Semi-Automated Mesoscale Analysis System (SAMAS) (3).
SAMAS is an image analysis system developed by the Naval Research Laboratory that includes
a variety of image analysis tools that enable the detection of mesoscale oceanographic features in
satellite images. Unfortunately, in the North Atlantic, many of the images are obscured by cloud
cover for lengthy periods of time. A hybrid system for use when features cannot be detected in
images has been developed that consists of a neural network that predicts movement of the Gulf
Stream and a rule base that predicts movement of eddies associated with the Gulf Stream. The
Gulf Stream and eddy prediction components were both originally implemented in OPS83 (4).
The Gulf Stream Prediction Module has been replaced by a neural network (3) and an
explanation component has recently been added to the OPS83 version of the eddy prediction
component (1). The eddy prediction rule base, WATE (Where Are Those Eddies), has been
translated to CLIPS because of the ease of integrating a CLIPS rule base into a larger system, the
ability to access routines written in C from CLIPS rules, and the support CLIPS provides for the
forward chaining reasoning used by the eddy prediction system. The explanation component of
WATE uses meta rules written in CLIPS to compose either rule traces or summary explanations
of the predicted movement of eddies.

3This work was supported by the Naval Research Laboratory, Stennis Space Center under contract NAS 13-330.
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SYSTEM ARCHITECTURE

External Interfaces

The WATE component interacts with other SAMAS components as shown in Figure 1. WATE
interacts with the User Interface in two ways. First, WATE is invoked from the User Interface
when the user requests a prediction of Gulf Stream and eddy movement for a specified time.
Second, as WATE predicts the movement of the Gulf Stream by calling the Gulf Stream
Prediction Module and eddies by running the rule base, WATE calls User Interface routines to
update the graphical display of the positions of the Gulf Stream and eddies. The eddy prediction
rules call the Geometry Routines to compute distances and locations. WATE invokes the Gulf
Stream Prediction Module to predict the movement of the Gulf Stream for each time step. The
position of the Gulf Stream predicted by the neural network component must be accessed by the
eddy prediction rule base since the movement of eddies is influenced by the position of the Gulf
Stream.

User 
Interface

  Gulf
Stream

Prediction
Module

Geometry
 Routines

WATE

Figure 1. External Interfaces of WATE

Redesigned Control Structure

The control structure for the original expert system was written in procedural OPS code and had
been modified a number of times as the graphical user interface, eddy prediction, Gulf Stream
prediction, and explanation components were either modified or added. The result was a control
structure that was not modular and that contained a substantial number of obsolete variables and
statements. When the system was converted from OPS83, the control structure was completely
redesigned and rewritten in C. Pseudo code for the redesigned control structure is shown in
Figure 2. The resulting code was more efficient because it was written in compiled C code rather
than interpreted OPS83 procedural code.
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Initialization
GetUserOptions
SetUpCLIPS
SetUpPVWave
SetUpGulfStream

Prediction
Display initial positions of GS and eddies
for each time step do

update time
MoveGulfStream
Update display of GS
MoveEddies
Update display of eddies

Explanation
Explanation Composition
Explanation Presentation

FinalOutput

Figure 2. Control Structure of WATE

Translation from OPS83 to CLIPS

The original OPS83 working memory elements and rules had been completely restructured to
support an explanation component (1). The translation of this restructured OPS83 code into
CLIPS was fairly simple since CLIPS has evolved from the OPS line. There is a very
straightforward translation from OPS83 working memory elements to CLIPS fact templates and
from OPS rules to CLIPS rules. In some cases, the OPS83 rules called OPS83 functions or
procedures. These functions and procedures were translated to C.

EXPLANATION COMPONENT

The explanation component allows the user to ask for either a rule trace or summary explanation
for the prediction of the movement of each eddy at the end of each prediction cycle. The rule
trace explanations give a detailed trace of the instantiation of all rules that were fired to predict
the movement of an eddy. Although this type of trace has proven to be very useful in debugging
the system, it was immediately apparent that it contained a great deal of information that would
be of little interest to most users. Interviews with domain experts were used to determine the
information that would be of most interest to a user. The types of information they identified was
used to design the summary explanations. Presentation of these explanations requires that the
line of reasoning of the system be captured as the rules fired and that information from this rule
trace be extracted and organized for presentation to the user.

Rule Firing Capture

Capturing the rule trace for this domain in a usable form is simplified because all explanations
(both trace and summary) are focused on a particular eddy. This means that all of the rule-firings
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pertaining to the movement of one eddy can be stored together and presented as one explanation.
This is accomplished by asserting a rule-fire-record template fact for each eddy for each time
step with the following deftemplate definition:

(deftemplate rule-fire-record
(field ringtype

(allowed-symbols wcr ccr))
(field refno

(type INTEGER))
(field time

(type INTEGER))
(multifield rules-fired

(type SYMBOL)))

The ringtype, eddy identifier (refno), and time stamp (time) uniquely identify each rule-fire-
record. The rules-fired multifield is used to store a list of the names of the rules that fired to
predict the movement of the eddy during this time step. Each time a rule fires as part of the
prediction process for a particular eddy, the rule name is added to the end of the rules-fired list .

A second set of template facts is used to record the instantiation of each rule that fires. Each time
a rule fires, a values-for-explanation template fact is asserted which gives the value bound to
each variable when the rule was fired. The deftemplate definition for values-for-explanation is:

(deftemplate values-for-explanation
(field rule-name

(type SYMBOL))
(field ringtype

(allowed-symbols wcr ccr))
(field refno

(type INTEGER))
(field time

(type INTEGER))
(multifield var-val

(type SYMBOL)))

This template contains slots for the rule name, the eddy identifier and type, and the time stamp.
In addition, it contains a multifield slot whose value is a sequence of variable value pairs that
gives the name of each variable used in the rule-firing and the value bound to that variable when
the rule fired. This approach can be used in this domain because a single rule will never fire more
than one time for a particular eddy during one time step, and all slots in templates used by the
eddy prediction rules are single value. The records of the rules that fired for a particular eddy are
used by meta rules to produce the explanations.

Explanation Construction and Presentation

If the user requests an explanation for a specific eddy, a set of explanation meta rules are used to
construct an explanation for the predicted movement of an eddy. The user may request either a
rule-trace explanation or a summary explanation. When the user makes the request, a sequence of
explain-eddy facts for that eddy are asserted each with a progressively higher time stamp. The
fact template for an explain-eddy fact is:

(explain-eddy  ccr | wcr  <ref-no>  <time>  summary | rule-trace).

The presence of this fact causes the explain-single-eddy rule to fire one time for each rule that
fired to predict the movement of the eddy for that time step. Each explain-single-eddy rule firing
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matches a rule name from the rules-fired slot of the rule-fire-record with a values-for-
explanation template for that eddy type, number, and time stamp. A fill-template fact is then
asserted into working memory which contains all of the information needed to explain that rule
firing--either in rule-trace or summary form. For each rule, there are two explanation meta rules.
The first is used when a rule-trace has been requested and is a natural language translation of the
rule. It will give the value of all variables used in the rule instantiation. The second is used when
a summary has been requested. It gives a much shorter summary of the actions of the rule. A few
rules that are used to control the sequence of rule-firing produce no text for a summary
explanation. When an explanation metarule fires, it causes a natural language translation of the
rule to be sent to the user interface for presentation to the user.

The user may request an explanation of the movement of all eddies instead of just a single eddy.
In this case, the process above is simply repeated for each eddy.

SUMMARY AND FUTURE WORK

WATE has been successfully converted from OPS83 to C and CLIPS. This conversion will
facilitate the incorporation of WATE into SAMAS 1.2 which will eventually be embedded in
TESS(3). The modular control structure of WATE is easier to understand and maintain than that
of the previous system. The explanation component has been implemented using CLIPS
metarules. This causes some additional maintenance burden since the two metarules that
correspond to each rule must be modified if a rule is modified. In the present system, the rule-
fire-record and values-for-explanation template facts are asserted by each individual rule. We are
currently modifying the CLIPS inference engine to capture this information automatically as the
rules fire.

Explanations produced by the current system have two major shortcomings. First, there is still a
great deal of room for improvement in the summarization capabilities of the system. In
particular, the system should be summarizing over both temporal and spatial dimensions. If an
eddy’s predicted movement is essentially in the same direction and speed for each time step, then
all of this information should be collapsed into one explanation. Likewise, if several eddies all
have similar movement over one or more time steps, this should be collapsed into a single
explanation. The second shortcoming deals with the lack of explanation of the predictions of the
neural network component. Some recent results reported in the literature have addressed this sort
of problem.
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ABSTRACT

An Intelligent Individualized Instruction (I3) system is being built to provide computerized
instruction. We present the roles of a translator and a problem solver in an intelligent computer
system. The modular design of the system provides for easier development and allows for future
expansion and maintenance. CLIPS modules and classes are utilized for the purpose of the
modular design and inter module communications. CLIPS facts and rules are used to represent
the system components and the knowledge base. CLIPS provides an inferencing mechanism to
allow the I3 system to solve problems presented to it in English.

INTRODUCTION

The Intelligent Individualized Instruction (I3) system is an intelligent teaching system that makes
possible the knowledge transfer from a human to a computer system (knowledge acquisition),
and from the system to a human (intelligent tutoring system (ITS)). The ITS portion of the I3

system provides an interactive learning environment where the system provides self-sufficient
instruction and solves the problem presented in a written natural language. Self-sufficient
instruction means that no instructor is required during the learning cycle. Solving problems
written in a natural language means that the system is able to ‘understand’ the natural language:
It is not an easy task, especially without any restriction on the usage of vocabulary and/or format.

Two I3 system modules, a Translator and an Expert (a problem solver and a domain glossary),
understand a problem presented to it in English by translation and keyword pattern matching
processes. The I3’s pattern matching method uses the case-based parsing [Riesbeck and Schank
1989] that searches its memory (knowledge base) to match the problem with stored phrase
templates. Unlike other case-based parsers (e.g., CYC project [Lenat and Feigenbaum, 1989]) the
I3 system does not understand the problem statement as a human does. A human uses common
sense or other background knowledge to understand it. Rather the I3 system ‘understands’
enough about the problem for the system to be able to solve the problem. We will discuss how
the system ‘understands’ the human language.

AN INTELLIGENT INDIVIDUALIZED INSTRUCTION (I3) SYSTEM

The I3 system is a Knowledge Based System that is composed of domain dependent modules,
domain independent modules, and a User interface module. The domain dependent modules (the
Domain Expert and the Domain Expert Instructor) carry the domain expertise that enables the
other modules remain domain independent. The separation of these domain dependent modules
from the rest of the system makes the system reusable. Whenever the I3 system is applied to
another domain, only the domain-dependent knowledge of the new domain is needed.
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The goal of the I3 system is to provide a student with individualized learning to attain
competency [Biegel 1993]. The I3 knowledge presentation subsystem generates self-sufficient
instructions. The I 3 system contains instructional components (Student Model, Teacher, Domain
Expert Instructor, Control, and User Interface) and problem solving components (Translator and
Domain Expert).

Problem Solving ComponentsInstructional Components

Domain Expert Instructor Domain Expert

Domain
Glossary

Teaching
Knowledge

Student
Model

Problem
Generator

Problem
Solver

Control Teacher Translator

User Interface

Domain Dependent Modules

Domain Independent Modules
Legend

Domain Knowledge Flow

Control Flow

Data Flow

Figure 1. System architecture of I3’s intelligent teaching system
• The Student Model module evaluates and maintains the trainee’s performance overall or

on individual lessons.
• The Teacher module contains the knowledge about generic didactic strategies to

customize each lesson by selecting and sequencing the instruction material.
• The Domain Expert Instructor (DEI) module represents the domain dependent teaching

methodology. The DEI module provides the Teacher module with the teaching
strategies, and the Student Model module with the evaluation criteria for the individual
and/or overall lesson.

• The Control module manages the operation and maintains the modules’ communications
within the system.

• The User Interface module handles all communications between the user and the system.
• The Translator module parses a trainee's input and translates it into a system-

understandable format.
• The Domain Expert (DE) module contains a knowledge base representing the problem-

solving knowledge of a human domain expert.

DESIGN OF THE TRANSLATOR AND THE PROBLEM SOLVER

The Translator module and the Domain Expert module provide the user with the proper
interpretation of the problem and the correct solution. Together, they allow a system to apply
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domain expert heuristics to solve problems by pattern matching. Pattern matching allows the
system to ‘understand’ a problem statement within the domain for which the system has been
built. The problem statement can be translated into a set of rules and facts. Since the problem
solver cannot translate English (or other natural language) directly into computer readable code,
it relies on a translator to provide a communication mechanism between the user and the
computer.

The Translator provides a full duplex communication medium between the human and the
computer. The user will not be constrained in the format of the input problem and will not be
required to do any parsing or be restricted to a limited syntax. The Translator module translates
the domain jargon of an input problem into a system understandable format.

The major tasks of the translator are: (1) to convert text into computer readable code, and (2) to
provide a knowledge base conversion and problem representation process. The text conversion
process includes checking for correct spelling and removing all unnecessary symbols. The
knowledge base conversion process includes (1) the conversion of a written number to a numeric
value, (2) filtering out unnecessary words, and (3) replacing words with stem (root) or exemplar
words. The knowledge based process uses a number conversion list, a list of words unnecessary
for problem solving, and a domain thesaurus. The Intelligent Individualized Instruction system
separates the knowledge base (domain glossary) which is the collection of the domain thesaurus,
the domain template dictionary, and the unnecessary word listing, from the translation process.

The Domain Expert interprets the translated input using a domain vocabulary as a reference,
selects a suitable method from a list of solution methods, and finds a solution. The Domain
Expert (DE) consists of three parts, a Domain Glossary (DG), a set of Managers, and a Problem
Solver (PS). The DE imitates the expert’s methodologies of problem solving: The DG acts as the
expert’s memory by providing the necessary problem solving knowledge. Each Manager acts as
the expert’s procedural knowledge by solving a routine of the problem in one specific area. The
PS acts as the scheduling and reasoning processes by controlling and scheduling the Managers in
proceeding toward the solution of a problem.

The Domain Glossary represents the domain expertise. The DG consists of a domain template
dictionary, a domain thesaurus, an unnecessary word listing, a domain symbol list, and a domain
theory list. The DG represents relational knowledge (e.g., one year is twelve months), factual
knowledge (e.g., ‘interest rate’ means domain variable i), and a list of words and symbols (e.g.,
‘%’ has a special meaning of interest rate in the Engineering Economy domain).

Special dictionaries for the domain provide benefits such as faster look up access than a general
dictionary, and a higher priority to find the correct interpretation. The problem solver does not
have to consider all different combinations of words’ variables. It searches its own smaller
dictionary that contains the necessary information in the application domain. English text
(problem statement) is interpreted/translated by using the domain thesaurus without knowing the
general meaning of the word. The thesaurus contains all words relevant to the domain. Each
word is connected to a list of possible interpretations. Each word in the statement is looked up in
the thesaurus and replaced by all relevant symbols.

The number of words in the domain vocabulary will vary between domains, but a vocabulary of
500 or so words and symbols will most likely cover most of the undergraduate engineering
domains.

Each Manager handles one specific area of problem solving. It is a self-sufficient object that
contains procedural knowledge (rules) and factual knowledge (facts) attached to it, and that
knows how to handle situations upon request. When activated, a Manager searches the input
statement for matched patterns in its templates. If a match is found, the Manager processes or
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interprets that portion of the problem statement. For example, a Date Manager knows how to
interpret key terms that are related to the date, how to compare two date instances, and how to
calculate the period from two date instances. When a problem statement contains “… invest
$5000 on January 1, 1994, … will be accumulated in 5 years hence … ”, the Date Manager
replaces the statement with “ … invest $5000 on [D1] … will be accumulated in [D2] … ” where
[D1] and [D2] are instances of a Date class and are represented as:

([Date::D1] is a Date
(year 1994)
(month 1)
(day 1)
(base none) )

([Date::D2] is a Date
(year 5)
(month 0)
(day 0)
(base [Date::D1]) )

Some mangers handle both domain dependent and independent situations based on the factual
knowledge they have. Communication among managers can be made through dedicated
communication channels, such as CLIPS class objects or templates.

The Domain Expert module is of a modular design and maintains the separation of strategic
knowledge from factual knowledge. The domain expertise can be categorized into three levels:
high level control knowledge (a Problem Solver), middle level procedural knowledge
(Managers), and low level factual knowledge (a Domain Glossary). By nature, the low level
factual knowledge tends to be domain specific, and the high level control knowledge tends to be
a domain independent. Any addition to the knowledge base can be accomplished by adding a
Manager and its associated knowledge into the DG.

PROBLEM SOLVING IN THE I3 SYSTEM

The problem solver applies a separate-and-solve method that breaks a problem statement into
several small blocks, interprets each block, and then logically restructures them. The problem
solving steps include interpretation of the problem statement, selection of the formula, and
mathematical calculation. The steps are depicted in Figure 2 in which boxes on the left hand side
represent the changes of the problem statement from input English text to the answer. The middle
ovals show the problem solving processors. The right hand side boxes represent the domain
expertise of the domain glossary. The problem solving process is generic so it can be used in
other domains if the new domain expertise is available.

The I3 system problem solving routine is performed by the problem solving components: the
User Interface, the Translator, and the Domain Expert (the Problem Solver, the Managers, and
the Domain Glossary). The routine includes initial domain independent processes (translating
and filtering an input problem), and main domain dependent processes (interpreting the problem,
selecting a solution method, and deriving an answer).

A user enters an engineering economics problem through the User Interface, as shown in Figure
3. The Translator performs filtering process by checking correct spelling using its English
dictionary. The Translator converts the input problem statement into system understandable
format; plural words to singular; past tense to present; uppercase words to lowercase; verbal
numbers to numeric values; and separates symbols from numeric values (Figure 4). For example,
part of the problem statement “If $10,000 is invested at 6% interest compounded annually”
becomes “if $ 10000 is invest at 6 % interest compound annual”. Now, all the elements in the
problem statement are known to the system.

The problem statement is divided into several blocks in order to distribute the complexity of the
problem (Figure 5). Each block is a knowledge unit that contains a domain variable and a
numeric value. The knowledge unit contains necessary as well as unnecessary information for
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interpreting the problem statement. Any unnecessary word such as 'at' must be removed before
reasoning, because they only required overhead on the system during the process of reasoning.

Answer for the problem

Problem (system format)

Key variable & value pairs

Variable combinations for  problem

Translate the problem

Interpret a word or 
a set of words

Select a domain theory
(a solution method)

Find correct solution

Replace/interpret
/resolve conflicts

Apply expert rules 
(problem solving)

Remove unnecessary words

English language dictionary

Special Characters

Unnecessary word list

Domain thesaurus

Domain thesaurus &
Domain template dictionary

Solution method list

Problem (English text)

Blocks (Knowledge units)

Problem w/o unnecessary words

A solution method & known values

Figure 2. problem solving process

How much money will you have accumulated three years from now if
$10,000 is invested at 6% interest compounded annually?

Figure 3. A sample problem in engineering economics

Plural to singular: years => year
past tense to present tense: invested => invest

compounded => compound
accumulated => accumulate

Upper case to lower case: How => how
verbal number to numeric number: three => 3
remove comma within a number: 10,000 => 10000
separate symbol from number: $10000 => $  10000

6% => 6  %

Figure 4. Conversion process
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Block (Knowledge unit) Unnecessary word
1.  how much money will you have accumulate you have
2.  three year from now
3.  if $10,000 is invest if, is
4.  at 6% interest compound annually at

Figure 5. Removing unnecessary words from each knowledge unit

Knowledge unit Interpretation
1.  how much money will … accumulate Find F
2.  3 year from now N = 3
3.  … $ 10000 … invest P = 10000
4.  … 6 % interest compound annual i = 6%

Figure 6. Knowledge Units of the Sample Problem

1. interest rate 1. interest (amount)
2. interest rate

1. interest rate
2. interest
3. annual amount

at    6    %    interest    compound    annually  

Figure 7. Domain Thesaurus Interpretation Example

Given P, i, N, and Find F.
Solution strategy is F =  P ( F/ P, i%, N) )

Figure 8. Finding a Solution Strategy

As an instance, a block “if $10000 is invest” will be interpreted as a present worth “P = $10000”
because ‘if’ and ‘is’ are unnecessary, ‘invest’ is used previously as present worth, and ‘$10000’
is a value of the variable. Unnecessary words can be found in all problems in the domain, but not
in the list of domain templates. A domain template is a sequence of words, a knowledge unit, that
is used to interpret a domain variable. The unnecessary word is not used uniquely: it could be
found in the templates for all different variables.

The Problem Solver interprets each knowledge unit by applying the domain thesaurus and
domain template dictionary. For example, when a text block, ‘at 6% interest compound annual’
is given to the system, the knowledge base provides interpretation of the block: 1) word by word:
The word 'at' is an unnecessary word for solving the problem. Next word, '%', will be interpreted
as 'interest rate,' and 'compound' as 'interest rate.' The word 'interest' has two meanings: 'interest'
(amount of money) and ‘interest rate’ (rate). The last word 'annual' could be represented in three
different variables: 'interest,' 'interest rate,' and 'annual value' (Figure 7). 2) as a template 'interest
compound annual' meaning 'interest rate.' Such conflicts will be resolved by selecting an
interpretation with the highest priority among all different possibilities. The knowledge base
provides the necessary knowledge to determine which one has higher priority.

The Problem Solver sends the interpretation of the problem statement to the domain theory
selector. The interpretation of the problem (for example, P = $10000, i = 6%, N = 3 year, and F is
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unknown) is used to select an appropriate solution method (F =  P ( F/ P, i%, N) ) (Figure 8).
The system applies the interpretation of the problem to the solution method
(F =  10000 ( F/ P,  6%, 3) ). The solution found is presented to the user through the User
Interface.

CONCLUSION

The Translator and the Problem Solver in the I3 system have demonstrated that the knowledge
based interpretation of natural language is feasible. Modular design of the Problem Solver
provides the system's expandability and reusability. Expanded problem solving capability of the
system can be accomplished by adding more knowledge to the Domain Glossary. Reusability can
be enhanced by replacing or adding managers to the Problem Solver without reprogramming
other parts of the system. Combining rule based processing with objects (or an integration of
object oriented system with an intelligent system) makes it possible to define domain knowledge
about the application further than with rules alone.

The I3 system is being developed on an IBM compatible 486 machine using the C/C++
programming language (Microsoft Visual C++) and CLIPS 6 (C Language Integrated Production
System, by NASA Lyndon B. Johnson Space Center, a forward chaining expert system shell
based on the Rete algorithm).
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ABSTRACT

At the last CLIPS conference, we discussed our ideas for adding a temporal dimension to the
Rete network used to implement CLIPS. The resulting historical Rete network could then be
used to store 'historical' information about a run of a CLIPS program, to aid in debugging.
MIRO, a debugging tool for CLIPS built on top of CLIPS, incorporates such a historical Rete
network and uses it to support its prototype question-answering capability. By enabling CLIPS
users to directly ask debugging-related questions about the history of a program run, we hope to
reduce the amount of single-stepping and program tracing required to debug a CLIPS program.
In this paper, we briefly describe MIRO's architecture and implementation, and the current
question-types that MIRO supports. These question-types are further illustrated using an
example, and the benefits of the debugging tool are discussed. We also present empirical results
that measure the run-time and partial storage overhead of MIRO, and discuss how MIRO may
also be used to study various efficiency aspects of CLIPS programs.

INTRODUCTION

In debugging programs written in a forward-chaining, data-driven language such as CLIPS,
programmers often have need for certain historical details from a program run: for example,
when a particular rule fired, or when a particular fact was in working memory. In a paper
presented at the last CLIPS conference [4], we proposed modifying the Rete network, used for
determining which rules are eligible to fire at a given time, within CLIPS, to retain such
historical information. The information thus saved using this historical Rete network would be
used to support a debugging-oriented question-answering system.

Since the presentation of that paper, we have implemented historical Rete and a prototype
question-answering system within MIRO, a debugging tool for CLIPS built on top of CLIPS.
MIRO's question-answering system can make it much less tedious to obtain historical details of a
CLIPS program run as compared to such current practices as rerunning the program one step at a
time, or studying traces of the program. In addition, it turns out that MIRO may also make it
easier to analyze certain efficiency-related aspects of CLIPS program runs: for example, one can
much more easily determine the number of matches that occurred for a particular left-hand-side
condition in a rule, or even the number of matches for a subset of left-hand-side conditions (those
involved in beta memories within the Rete network).

The rest of the paper is organized as follows. Section two briefly describes MIRO's architecture
and implementation. Section three then gives the currently-supported question-types, and
illustrates how some of those question-types can be used to help with debugging. Empirical
results regarding MIRO's run-time and partial storage overhead costs are given in section four,
and section five discusses some ideas for how MIRO might be used to study various efficiency
aspects of CLIPS programs. Finally, section six concludes the paper.
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MIRO'S ARCHITECTURE AND IMPLEMENTATION

To improve CLIPS' debugging environment, MIRO adds to CLIPS a question-answering system
able to answer questions about the current CLIPS program run. We used CLIPS 5.0 as MIRO's
basis. Figure 1 depicts the architecture of MIRO. Because questions useful for debugging will
often refer to historical details of a program run, MIRO extends the CLIPS 5.0 inference engine
to maintain historical information about the facts and instantiations stored in the working
memory, and about the changes to the agenda. Moreover, in order to answer question-types we
provided query-operators that facilitate answering questions concerning past facts and rule-
instantiations, and an agenda reconstruction algorithm that reconstructs conflict-resolution
information from a particular point of time.

MIRO Inference Engine

CLIPS 5.0
Inference Engine

History of the 
Program Run

Agenda-Changes
Logs

MIRO User Interface 
(Question Processing)

Agenda Reconstruction

Query Operators 
for Program History

MIRO

 

Figure 1. The MIRO Debugging Environment

One could describe MIRO as a tool for helping programmers to analyze a program run; it assists
them by making the acquisition of needed low-level details as simple as asking a question.
Where, before, they gathered clues that might suggest to them a fault's immediate cause by
searching traces and single-stepping through a program run, now they can simply ask questions
to gather such clues. The programmers still direct the debugging process, but the question-
answering system helps them to determine the next step in that process. By allowing
programmers to spend less time single-stepping through program runs and searching traces for
historical details, this question-answering system can let programmers save their attention and
energy for the high-level aspects and intuition needed in debugging.

As already mentioned, CLIPS 5.0 forms the basis of MIRO: the CLIPS 5.0 source code was
modified and augmented to implement MIRO. To quickly obtain an operational prototype, we
used existing code whenever possible, and we patterned the historical Rete and agenda
reconstruction additions after those used for regular Rete within CLIPS. This software reuse
included replicating the code for existing data structures when creating new data structures,
augmenting existing data structures, calling existing functions from new functions whenever
possible, and modifying existing functions when their functionality was almost, but not quite,
what was needed.

So, when implementing, for example, historical Rete's past partitions, the past partitions were
patterned after the current (formerly only) partitions. The data structures for facts, instantiations,
and rule instantiations were all augmented with time-tags, and rule instantiations were also
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augmented with a fired flag, set if that rule instantiation was actually fired. We added analogous
functions to those used for maintaining the current working memory for maintaining the past
working memory, and so on. This approach reduced programming overhead, and, because CLIPS
5.0 was already quite efficient, the added historical components were also quite efficient.

We also added code to measure various run-time characteristics, such as the number of current
and past facts, rule instantiations, and Rete memory instantiations, to better compare program
runs under regular CLIPS and MIRO, as shown at the end of section four.

The bulk of MIRO was implemented over the course of a single year, by a single programmer;
however, other research-related activities were being done concurrently with this development. It
probably took about seven programmer-months to bring MIRO to the point where it had 19
question-types. Note, however, that this does not take into account the time spent designing the
historical Rete and agenda reconstruction algorithms.

The version of CLIPS 5.0 that we developed MIRO from, and that we used for comparisons with
MIRO, contained 80497 lines of code and comments; this includes the source code files, include
files, and the UNIX make file. The same files for MIRO contained 86099 lines, also including
comments; so, we added about 5600 additional lines of code and comments, making MIRO
about 7% larger than CLIPS 5.0.

MIRO'S QUESTION TYPES

Adding the question-answering system itself to MIRO was as easy as adding a new user-defined
function to the top-level of CLIPS; we constructed a CLIPS top-level function called
askquestion. The difficult part was determining the form that this question-answering would
take. Our primary goals of constructing a prototype both to demonstrate the feasibility of, and to
illustrate how, the information from the historical Rete network and other history-related
structures could be used to answer programmers' debugging-related questions had a strong
impact on the design that we decided to use.

We assume that the kinds of questions that can be asked are limited to instances of a set of fixed
question-types; each question-type can be thought of as a template for a particular kind of
question. This allows the question-answering system to have a modular design: each question-
type has an algorithm for answering an instance of that type. This also allows additional
question-types to be easily added, and to be tested as they are added, as it is discovered which are
desirable for debugging.

The design of the interface for getting programmers' questions to the explanation system is a
worthy research topic all by itself; to allow us to concentrate more on answering the questions,
we use a very simple interface, with the understanding that future work could include replacing
this simple interface with a more sophisticated front-end. Since we are more interested in
designing a tool for debugging and less interested in natural language processing, the question-
answering system uses a template-like approach for the various question-types that the
programmers will be able to ask. That is, each question-type has a specific format, with specific
``blanks'' which, filled in, result in an instance of that question-type. Furthermore, to avoid
requiring the programmers to memorize these question-type formats, we use a menu-based
approach: when the programmers enter the command (askquestion), a list of currently-supported
question-types is printed on-screen. They then enter the number of the desired question-type, and
the explanation system queries them to fill in that question-type's necessary blanks.

Implementing this approach was quite straightforward, because regular CLIPS already has some
tools for obtaining top-level command arguments. We only had to modify them a little to allow
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for the optional askquestion arguments. A main askquestion function prints the menu if no
arguments are given, and then asks which question-type is desired; a case statement then uses
either that result or the first askquestion argument to call the appropriate question-answering
function, which is in charge of seeing if arguments for its needed values have already been given,
or must be asked for. After each particular question-type's question-answering function obtains
or verifies its needed values, it then tries to answer the question, and print the result for the
programmer.

We currently support 19 question-types, as shown in Figure 2. However, question 9, why a
particular rule did not fire, currently only tells if that rule was eligible or not at the specified time.

1. What fact corresponds to fact-id <num>?
2. When did rule <name> fire?
3. What rule fired at time <num>?
4. What facts were in memory at time <num>?
5. How many current facts are in memory now?
6. How many past facts are in memory now?
7. How many current rule activations are on the agenda now?
8. How many past rule activations are in memory now?
9. Why did rule <name> not fire at time <num>?
10. How many current alpha instantiations are in memory now?
11. How many past alpha instantiations are in memory now?
12. How many current beta instantiations are in memory now?
13. How many past beta instantiations are in memory now?
14. What are the Rete memory maximums?
15. What were the agenda changes from time <num> to time <num>?
16. How many current not-node instantiations are in memory now?
17. How many past not-node instantiations are in memory now?
18. What was the agenda at the end of time <num>?
19. How many agenda changes were there from time <num> to time <num>?

Figure 2. Currently-Supported Question-Types in MIRO

We will now give some examples of MIRO's question-answering system at work. We will
describe some hypothetical scenarios, to illustrate how MIRO might be useful in debugging; the
responses shown are those that would be given by MIRO in such situations.

Consider a program run in which the program ends prematurely, that is, without printing any
output. One can find out the current time-counter value with a command that we added to MIRO
specifically for this purpose --- if one types (time-counter) after 537 rule-firings, it prints out:

time_counter is: 537

The programmers can now ask, if desired, which rules fired at times 537, 536, 535, etc. If they type
(askquestion), the menu of rules will be printed; if they choose question-type number 3, ``What rule fired
at time <num>?'', then it will ask what time-counter value they are interested in; if 537 is entered, and if a
rule named ``tryit'' happened to be the one that fired at that time, then MIRO would print an answer like:

Rule tryit fired at time 537

 with the following rule activation:

0  tryit: f-30,f-15,f-47 time-tag: (530 *)(activn time-tag: 530 537))
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 This tells the programmers that rule tryit fired at time 537, and that the particular instantiation of
rule tryit that fired had LHS conditions matched by the facts with fact-identifiers f-30, f-15, and
f-47. This instantiation of rule tryit has been eligible to fire since time 530 --- before the 531st
rule firing --- but, as shown, the rule instantiation's, or activation's, time-tag is now closed, with
the time 537, because it was fired then, and a rule that is fired is not allowed to fire again with
the same fact-identifiers.

Now, if the programmers suspect that this rule-firing did not perform some action that it should
have performed --- to allow another rule to become eligible, for example --- then they can use the
regular CLIPS command ``pprule'' to print the rule, so that they can examine its RHS actions. If
it should not have fired at all, then they may wish to see why it was eligible. For example, in this
case, they may want to know what facts correspond to the fact-identifiers f-30, f-15, and f-47.
One can look at the entire list of fact-identifiers and corresponding facts using the regular CLIPS
(facts) command, but if the program has very many facts, it can be quite inconvenient to scroll
through all of them. So, MIRO provides the question-type ``What fact corresponds to fact-id
<num>?''. On first glance, this question appears to have no historical aspect at all; however, it
does include the time-tag for the instance of the fact corresponding to this fact-identifier. This
can be helpful to the programmers, if they suspect that one of the facts should not have been in
working memory --- then, the opening time of that fact's time-tag can be used to see what rule
fired at that time, probably resulting in this fact's addition. Since this question-type is the first in
the list, and requires as its only additional information the number of the fact identifier whose
fact is desired, typing (askquestion 1 47) will ask the first question for fact-identifier f-47, giving
an answer such as:

Fact-id 47 is fact:
   (p X Y) time-tag: (530 *)

 If the programmers suspect that fact f-47, now known to be (p X Y), should not be in working
memory --- if they think that it is a fault that it exists, and is helping rule tryit to be able to fire ---
then they can again ask the question-type ``What rule fired at time <num>?'' to see what rule
fired at time 530, when this instance of (p X Y) joined working memory. They can then see if the
rule that fired at time 530 holds the cause of the fault of (p X Y) being in working memory, and
enabling the faulty firing of tryit at time 537.

COMPARISONS BETWEEN MIRO AND CLIPS 5.0

As already mentioned, we implemented MIRO by starting with CLIPS 5.0; we then generalized
its Rete inference network [2] into a historical Rete network, added an agenda reconstruction
capability, and added the prototype question-answering capability. Historical Rete and agenda
reconstruction are discussed in more detail in [5] and [6]. We also made some other
modifications, to allow for experimental measures; for example, we added code to measure
various run-time characteristics such as the number of current and past instantiations, and the
number of current and past facts. We then ran a number of programs under both MIRO and
CLIPS 5.0.

The programs that we used range fairly widely in size, and behavior. Four of the programs ---
dilemma1, mab, wordgame, and zebra --- are from CLIPS 5.0's Examples directory. The
dilemma1 program solves the classic problem of getting a farmer, fox, goat, and cabbage across a
stream, where various constraints must be met. The mab program solves a planning problem in
which a monkey's goal is to eat bananas. The wordgame program solves a puzzle in which two
six-letter names are ``added'' to get another six-letter name, and the program determines which
digits correspond to the names' letters. Finally, the zebra program solves one of those puzzles in
which five houses, of five different colors, with five different pets, etc., are to each have their
specific attributes determined, given a set of known information.
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The AHOC program was written by graduate students in the University of Houston Department
of Computer Science's graduate level knowledge engineering course COSC 6366, taught by Dr.
Eick in Spring 1992. AHOC is a card game with the slightly-different objective that the players
seek to win exactly the number of tricks bid. The program weaver ([1], [3]) is a VLSI channel
and box router; we obtained a CLIPS version of this program from the University of Texas'
OPS5 benchmark suite. Finally, can_ordering_1 is a small program that runs a rather long
canned beverage warehouse ordering simulation, also from the Spring 1992 COSC 6366
knowledge engineering class; it was written by C. K. Mao.

We ran each program three times under MIRO and under CLIPS 5.0, on a Sun 3 running UNIX,
with either no one else logged in, or one other user who was apparently idle. For every run in
both CLIPS and MIRO, we used the (watch statistics) command to check that the same number
of rules fired for each run of the program; for every MIRO run of a program, we also made sure
that all runs had the same number of instantiations at the end of the run. The run-times are given
in Table 1.

The run-times for programs run using MIRO were usually only slightly slower than those using
regular CLIPS 5.0; one program, mab, took 11.4% more time in MIRO, but on average, the
MIRO runs only took 4.1% more time. Interestingly enough, AHOC ran, on average, slightly
faster under MIRO than under regular CLIPS. This could be because regular CLIPS 5.0 returns
the memory used for facts and instantiations to available memory as they are removed, which
MIRO does not do until a reset or clear, because such facts and instantiations are instead kept,
and moved into the past fact list or past partitions. The average 4.1% additional time required by
MIRO to run a program seems quite reasonable, especially since the additional time is only
required while debugging, and allows programmers the benefits of the MIRO tool.

Another feature of the (watch statistics) command under regular CLIPS, besides printing the
number of rules fired and the time elapsed, is that it also prints the average and maximum
number of facts and rule instantiations during those rule-firings. We enhanced this command in
MIRO so that it also keeps track of the average and maximum number of past facts and past rule
instantiations, as well as the averages and maximums for different kinds of Rete memory
instantiations, both past and current. To get some idea of the overhead needed to store historical
information from a run, we compared the average number of current facts during a run to the
average number of past facts, and compared the average number of current rule instantiations to
the average number of past rule instantiations.

[Table Deleted]

Table 1. Run-Times

Another feature of the (watch statistics) command under regular CLIPS, besides printing the
number of rules fired and the time elapsed, is that it also prints the average and maximum
number of facts and rule instantiations during those rule-firings. We enhanced this command in
MIRO so that it also keeps track of the average and maximum number of past facts and past rule
instantiations, as well as the averages and maximums for different kinds of Rete memory
instantiations, both past and current. To get some idea of the overhead needed to store historical
information from a run, we compared the average number of current facts during a run to the
average number of past facts, and compared the average number of current rule instantiations to
the average number of past rule instantiations. (Analogous comparisons for different kinds of
Rete memory instantiations, as well as comparisons of the maximum number of current items to
the maximum number of past items, can be found in [6]).)

Table 2 shows these averages for facts and rule instantiations. It also gives, where appropriate,
how many times bigger the average number of past items is than the average number of current
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items. Compared to the average number of current items during a run, fewer times as many past
facts than past rule instantiations will need to be kept. This suggests that there is more overhead
to storing rule instantiation history than there is to storing fact history.

Table 2 shows that the space to store past facts and rule instantiations, compared to the average
space to store current facts and rule instantiations, can, indeed, be high, especially for long runs.
But, long runs should be expected to have more historical information to record. Also, it should
be noted that in running these programs on a Sun 3, we never ran into any problems with space,
even with the additional historical information being stored. During program development, the
storage costs should be acceptable, since they facilitate debugging-related question-answering.
The programmers can also limit the storage costs by only running their program using MIRO
when they might want to obtain the answers to debugging-related questions; at other times, they
can run their program using regular CLIPS.

USING MIRO IN STUDYING CLIPS PROGRAMS

We hope that MIRO's question-answering system can make debugging a CLIPS program easier
and less tedious. Here, we consider another use of MIRO: to analyze certain performance aspects
of CLIPS programs. With a shift of viewpoint, such analysis may be involved in a variant of
debugging—if, for example, a program takes so long to run that the programmers consider the
run-time to be a problem, then such performance analysis may help in determining how to
modify the program so that it takes less time. Such aspects may also be of interest in and of
themselves, both to programmers and to researchers studying the performance aspects of
forward-chaining programs in general.

[Table Deleted]

Table 2. Average No. of Facts and Rule Instantiations

Note that a Rete network, historical or regular, encodes a program's rules' LHS conditions; the
RHS conditions of those rules are not represented, except perhaps by pointers from a rule's final
beta memory to its actions, to help the forward-chaining system to more conveniently execute the
RHS actions of a fired rule. So, MIRO could be helpful primarily in analyzing the efficiency
involved in the match step of the recognize-act cycle. Being able to locate Rete memories whose
updating could cause performance trouble-spots could be useful for improving the overall
performance of a CLIPS program.

Using MIRO, it is much easier to discover some of the dynamic features of a CLIPS program
run, such as the number of instantiations within the network during a run. One can study worst-
case and average-case behavior within a CLIPS program run by looking at the number of
average, and maximum, facts, rule instantiations, and alpha, beta, and not-memory instantiations.
For example, a great disparity between the average number of current beta instantiations, and the
maximum number reached during a run could indicate volatility in beta memory contents that
could have a noticeable performance impact.

One might consider the total number of changes to a beta memory during a run to be the total
number of additions to and deletions from that memory --- or, the total number of current
instantiations at the end plus two times the number of past instantiations. Averaged over the
number of rule-firings, this would give the number of beta memory changes per rule-firing,
which, if high, might very well correlate with more time needed per rule-firing; and, averaged
over the number of total beta memories, this would give us a rough average of the number of
changes per beta memory. We could even determine a number of working memory changes this
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way, by adding the number of current facts to two times the number of past facts, and use this to
obtain an average number of fact changes per rule firing.

Another measure that might be very telling would be the average number of memory changes per
rule-firing, computed by counting each past instantiation at the end of a run as two memory
changes—since each was first added to a current instantiation, and then moved to a past
partition—and each current instantiation at the end of a run as a single memory change, and then
dividing the sum by the number of rule-firings. We can also determine the average number of
fact changes per rule-firing similarly. In measurements we made using the seven programs
discussed in the previous section, the most important factor that we found that correlated with
performance was that a high number of instantiation changes per rule-firing did seem to correlate
with more time needed per rule-firing [6].

Although one can reasonably obtain some of the information mentioned above by using regular
CLIPS, much of it would be very inconvenient to gather using it. For example, determining the
average and maximum number of past facts and past rule instantiations would be difficult to
obtain using regular Rete. We modified the existing CLIPS (watch statistics) command in MIRO
so that it also keeps track of this additional information.

Note that historical Rete can also be used to support trouble-shooting tools and question-types, in
addition to supporting question-answering for debugging. For example, any time that the
programmer can specify a particular time of interest, historical Rete searches can be made that
focus only on instantiations in effect at that time.

The discussed examples show the potential that MIRO has as a tool in analyzing CLIPS program
performance, as well as in debugging. Information about what occurred during Rete network
memories can be more reasonably retrieved, making such analysis more practical, across larger
samples of programs. Note, too, that a programmer can choose to look at averages over all of a
program's memories, or for a single memory, or for a particular rule's memories, as desired.

CONCLUSIONS

In this paper, we have followed up on our work reported at the last CLIPS conference, describing
how we have implemented historical Rete and question-answering for debugging in MIRO, a
debugging tool built on top of CLIPS 5.0. We have described MIRO, and have hopefully given a
flavor for how it may be used to make debugging a CLIPS program easier and less tedious, by
allowing programmers to simply ask questions to determine when program events --- such as rule
firings, or fact additions and deletions --- occurred, instead of having to depend on program
traces or single-stepping program runs. We have further described how MIRO might be used to
study certain performance-related aspects of CLIPS programs.

The empirical measures included also show that MIRO's costs are not unreasonable.
Comparisons of programs run in both MIRO and CLIPS 5.0, which MIRO was built from, have
been given; on average, the run-time for a program under MIRO was only 4.1% slower than a
program run under CLIPS 5.0, when both were run on a Sun 3. Comparing the average number
of past facts and rule instantiations to the average number of current facts and current rule
instantiations, there were, on average, 3.53 times more past facts than current facts, and 72.12
times more past rule instantiations than current rule instantiations. But this historical information
permits the answering of debugging-related questions about what occurred, and when, during an
expert system run. We also gave examples of the kinds of question-types that MIRO can
currently answer, as well as examples of the kinds of answers that it gives. We hope that this
research will encourage others to also look into how question-answering systems can be designed
to serve as tools in the development of CLIPS programs.

232



REFERENCES

1. Brant, D. A., Grose, T., Lofaso, B., Miranker, D. P., “Effects of Database Size on Rule
System Performance: Five Case Studies,” Proceedings of the 17th International
Conference on Very Large Data Bases (VLDB), 1991.

2. Forgy, C. L., “Rete: A Fast Algorithm for the Many Pattern/Many Object Pattern Match
Problem,” Artifical Intelligence , Vol. 19, September, 1982, pp. 17-37.

3. Joobbani, R., Siewiorek, D. P., “WEAVER: A Knowledge-Based Routing Expert,” IEEE
Design and Test of Computers, February, 1986, pp. 12-23.

4. Tuttle, S. M., Eick, C. F., “Adding Run History to CLIPS,” 2nd CLIPS Conference
Proceedings, Vol. 2, Houston, Texas, September 23-25, 1991, pp. 237-252.

5. Tuttle, S. M., Eick, C. F., “Historical Rete Networks to Support Forward-Chaining
Rule-Based Program Debugging,” International Journal on Artificial Intelligence Tools,
Vol. 2, No. 1, January, 1993, pp. 47-70.

6. Tuttle, S. M., “Use of Historical Inference Networks in Debugging Forward-Chaining
Rule-Based Systems,” Ph.D. Dissertation, Department of Computer Science, University of
Houston, Houston, Texas, December, 1992.

233



 



OPTIMAL PATTERN DISTRIBUTIONS IN RETE-BASED PRODUCTION SYSTEMS

Stephen L. Scott

Hughes Information Technology Corporation
1768 Business Center Drive, 4th Floor

Reston, VA 22090
(703) 759-1356

sscott@mitchell.hitc.com

ABSTRACT

Since its introduction into the AI community in the early 1980’s, the Rete algorithm has been
widely used. This algorithm has formed the basis for many AI tools, including NASA’s CLIPS.
One drawback of Rete-based implementations, however, is that the network structures used
internally by the Rete algorithm make it sensitive to the arrangement of individual patterns
within rules. Thus while rules may be more or less arbitrarily placed within source files, the
distribution of individual patterns within these rules can significantly affect the overall system
performance. Some heuristics have been proposed to optimize pattern placement, however, these
suggestions can be conflicting.

This paper describes a systematic effort to measure the effect of pattern distribution on
production system performance. An overview of the Rete algorithm is presented to provide
context. A description of the methods used to explore the pattern ordering problem area are
presented, using internal production system metrics such as the number of partial matches, and
coarse-grained operating system data such as memory usage and time. The results of this study
should be of interest to those developing and optimizing software for Rete-based production
systems.

INTRODUCTION

The Rete algorithm was developed by Charles Forgy at Carnegie Mellon University in the late
1970's, and is described in detail in [Forgy, 1982]. Rete has been used widely in the expert
system community throughout the 1980's and 1990's, and has formed the basis for several
commercial and R&D expert system tools [Giarratano & Riley, 1989] [ILOG, 1993]. Recent
enhancements have been proposed based on parallel processing [Miranker, 90] and matching
enhancements [Lee and Schor, 1992]. Rete provides an efficient mechanism for solving the
problem of matching a group of facts with a group of rules, a basic problem in a production
system.

In this section, an overview of the Rete algorithm is given in order to provide context for the
discussion to follow. This presentation, however, is not intended to be a rigorous analysis of the
Rete algorithm.

Rete based systems assume a working memory that contains a set of facts and a network of data
structures that have been compiled from rule definitions. The rules contain a set of condition
elements (CE’s) that form the left-hand-side (LHS), and a right-hand-side (RHS) that performs
actions. The RHS actions may be side-effect free, such as performing a computation, invoking an
external routine, performing I/O to the input or output streams or file. Other actions on the RHS
may cause changes in the working memory, such as insertions, deletions, or modifications of
facts. The Rete network actually contains two main structures: a pattern network, and a join
network. The pattern network functions to identify which facts in working memory are
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associated with which patterns in the rules. The join network is used to identify which variables
are similarly bound within a rule across CE's.

Within the pattern network, elements of the individual CE’s are arranged along branches of a
tree, terminating in a leaf node that is called an alpha node. The join network consists of groups
of beta nodes, each containing two nodes as inputs and one output that can be fed to subsequent
beta nodes. Finally, the output of the join network may indicate that one or more rules may be
candidates for firing. Such rules are called activations, and constitute inputs to the conflict set,
which is a list of available rules that are ready for execution. Typically, some arbitration
mechanism is used to decide which rules of equal precedence are fired first. When a rule fires, it
may of course add elements to or delete elements from the working memory. Such actions will
repeat the processing cycle described above, until no more rules are available to be fired.

Consider the following small set of facts and a rule. For simplicity, additional logical constructs,
such as the TEST, OR, or NOT expressions are not considered, and it is assumed that all CE's are
ANDed together, as is the default. Note that myRule1 has no RHS, as we are focusing only on
the LHS elements of the rule.

(deffacts data
(Group 1 2 3)
(Int 1)
(Int 2)
(Int 3))

(defrule myRule1
(Group ?i ?j ?k)
(Int ?i)
(Int ?j)
(Int ?k)
=>)

This rule can be conceptualized in a Rete network as follows (see Figure 1). There are two
branches in the pattern network, corresponding to the facts that begin with the tokens “Group”
and “Int”, respectively. Along the “Group” branch of the tree, there are nodes for each of the
tokens in the fact, terminating with an alpha node that contains the identifier “f-1” corresponding
to the first fact in the deffacts data defined above. Similarly, along the “Int” branch, there is one
node for all the facts that have “Int” as a first token, and then additional nodes to show the
various values for the second token. Alpha nodes along this branch also contain references to the
appropriate facts that they are associated with, numbered in the diagram as “f-2” through “f-4”.
Note that the “Int” branch has shared nodes for structurally similar facts, i.e. there is only on
“Int” node even though there are three facts with “Int” as a first token.

On the join network, myRule1 has three joins to consider. The first CE of myRule1 requires a
fact consisting of a first token equal to the constant “Group” followed by three additional tokens.
The alpha node of the “Group” branch of the pattern network supplies one such fact, f-1. The
second CE of myRule1 requires a fact consisting of a first token equal to the constant “Int”
followed by another token, subject to the constraint that this token must be the same as the
second token of the fact satisfying the first CE. In this case, the fact f-2 meets these criteria,
hence the join node J1 has one partial activation. This is because there is one set of facts in the
working memory that satisfy its constraints. Continuing in this fashion, the output of J1 is
supplied as input to J2, which requires a satisfied join node as a left input and a fact of the form
“Int” followed by a token (subject to the constraint that this token must be equal to the third
token of the first CE). The fact f-3 meets these criteria, so join node J2 has one partial activation
as well. This process continues until we finish examining all CE’s in myRule1 and determine
that there are indeed facts to satisfy the rule. The rule is then output from the join network with
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the set of facts that satisfied its constraints and sent on to the agenda, where it is queued up for
execution.

Group Int

J1

J2

J3

Pattern Network

Join Network

(f-1)

(f-2),(f-3),(f-4)

Activation: myRule1

(f-1)
(f-2)

(f-1)
(f-2)
(f-3)

(f-1)
(f-2)
(f-3)
(f-4)

<i>

<i><j>

<k>

<j>
(f-2),(f-3),(f-4)

<k>
(f-2),(f-3),(f-4)

Figure 1. Rete Network for myRule1. This diagram depicts
the Rete pattern and join networks for a rule with four CE’s.

Consider the same set of data and a rule with the CE's arranged in a different order. Semantically,
myRule1 and myRule2 are the same, however, the number of partial matches generated by
myRule2 is much greater than that generated by myRule1.

(defrule myRule2
(Int ?i)
(Int ?j)
(Int ?k)
(Group ?i ?j ?k)
=>)

With this rule, we have three facts that match the first CE. Examining the first two CE’s, there
are three possible facts that can match the second CE, hence there are nine possible ways to
satisfy the first two CE’s. Moving to the third CE, there are again three ways to satisfy the third
CE, but each of these must be considered with the nine possibilities that preceded it, hence there
are 27 possible ways to satisfy the first three CE’s. Fortunately, the fourth CE is satisfied by only
one fact, so the number of partial activations for CE’s one through four is only one; it is the fact
that matches the fourth CE (f-1), coupled with exactly one set of the 27 possibilities available for
CE’s one through three. Summarizing, there are 40 partial activations for this rule (3 + 9 + 27 +
1).
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From the above discussion, we have seen that pattern ordering in the LHS of rules can have
significant impact on performance. Unfortunately, there are a large number of possible orderings
one can try in even a small rule. Since in general, in a rule with N CE's, there are N ways to place
the first CE, N-1 ways to place the second CE, and so on, the number of possible pattern
arrangements is given by N!. As there may be many rules in an expert system, each with a large
number of possible CE orderings, it should be clear that it is prohibitively expensive to do an
exhaustive search of all possible arrangements of all rules in an attempt to optimize performance.

There may be some reduction in the number of arrangements if one considers that from the
pattern network point of view, some arrangements produce an equal number of partial activations
and thus can be considered together for analysis purposes. For example, the rule aRule1

(defrule aRule1
(Group ?i ?j)
(Int ?i)
(Int ?j)
=> )

has the same number of partial activations as aRule2,

(defrule aRule2
(Group ?i ?j)
(Int ?j)
(Int ?i)
=> )

because the CE's in slots 2 and 3 are similar with respect to effect on the join network. So even
though there are 6 possible arrangements of CE's in this rule, only 3 actually produce different
numbers of partial activations in the join network. This property is used extensively in the
Analysis section that follows, as it allows valid results to be obtained using a manageable subset
of the possible pattern orderings.

ANALYSIS AND RESULTS

In an effort to better understand the effects of pattern ordering on production system
performance, a series of tests were conducted. This section describes the various experiments and
the results obtained.

Partial Activations

From the discussion above, it is evident that some CE orderings are considerably more efficient
than others with respect to partial activations. A test suite was developed using a rule with N
CE’s and a data set of N facts, where N-1 CE’s are syntactically similar and one CE joins across
the remaining N-1 CE’s. This is the configuration used in the example myRule1 and myRule2
above; note that in that case N=4 because there are four CE’s.

To interpret the data in the following table, match the number of CE’s in the rule LHS (identified
by the row labeled N = <n>) with the position of the constraining fact (the fact that has elements
to match all other CE’s in the rule). For the example myRule1 cited above, the row “N=4” is
matched with “Fact Pos 1”, giving 4 partial activations. Similarly, the example myRule2 cited
above has a constraining fact in position 4, hence for N=4, the number of partial activations is
40. The following table shows the results of the number of partial activations for rules with the
number of CE’s varying from N=2 to N=8.
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Fact
Pos 1

Fact
Pos 2

Fact
Pos 3

Fact
Pos 4

Fact
Pos 5

Fact
Pos 6

Fact
Pos 7

Fact
Pos 8

N = 2 2 2
N = 3 3 4 7
N = 4 4 6 14 40
N = 5 5 8 23 86 341
N = 6 6 10 34 158 782 3906
N = 7 7 12 47 262 1557 9332 55987
N = 8 8 14 62 404 2804 19610 137258 960800

Table 1. Partial Activations in Rule Sets. This table shows the increase in
partial activations observed in rules with various numbers of CE’s, where

constraining fact is located at the position indicated by the column heading.

From this, at least two observations may be made. First, it is clear that the number of partial
activations grows very rapidly. For this example set of rules and data, the number of partial
activations for a rule with N CE’s is given by

∑
i=0

N-1
  (N-1)i (1.0)

With such growth, on small computer systems, this may result in unexpected termination of a
program, and even on large systems, performance may be degraded as the system attempts to
accommodate the memory demands through paging or swapping. The second observation is the
smaller the number of CE’s on the LHS, the smaller the upper limit on partial activations. This
suggests that a system with a larger number of smaller rules is better, at least from the vantage
point of partial activations, than a system with a smaller number of larger rules.

Memory Usage

Within the Rete network implementation, data is maintained about partial activations. This data
requires memory allocation, and as expected, the required memory grows in proportion to the
number of partial activations. To examine this, the same suite of rules used above for partial
activation testing was used, however, in this case, calls were made to the CLIPS internal function
(mem-used) in order to calculate the memory required to store a network. The following table
shows the results of these tests.

Fact
Pos 1

Fact
Pos 2

Fact
Pos 3

Fact
Pos 4

Fact
Pos 5

Fact
Pos 6

Fact
Pos 7

Fact
Pos 8

N = 2 376 376
N = 3 548 560 560
N = 4 596 620 620 960
N = 5 836 872 872 1912 8008
N = 6 960 1008 1008 3228 18180 105652
N = 7 1016 1076 1076 5076 36132 253832 1746792
N = 8 1292 1364 1364 7864 65440 536008 4300744 33947716

Table 2. Memory Requirements for Various Rule Sets. This table shows
the increase in memory requirements observed in rules with various
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numbers of CE’s, where a constraining fact is located at the position
indicated by the column heading. Memory allocation values are in bytes.

As expected, the amount of memory required to represent a rule varies in proportion to the
number of partial activations. The two observations given for partial activations also hold here:
some rule LHS orderings will require much less memory than others, and it is in general more
memory efficient to have more small rules than a few large rules.

Reset Time

After rules and data are read into the system, the network must be updated to reflect the state
required to represent these constructs. Data must be filtered through the network in order to
determine facts are available, and comparisons must be made across CE’s to determine which
rules are eligible for firing. In order to investigate the time these processes take, the same test
suite describe above was used, however, in this case, an operating system call was used to time
the execution of the load and reset operations for the various rules. The “timex” command,
available on many systems, gives operating system statistics about the real time, system time and
user time required to execute a process. The following table shows the results of this test, giving
real time in seconds, for the test suite.

Fact
Pos 1

Fact
Pos 2

Fact
Pos 3

Fact
Pos 4

Fact
Pos 5

Fact
Pos 6

Fact
Pos 7

Fact
Pos 8

N = 2 0.1 0.1
N = 3 0.1 0.1 0.1
N = 4 0.1 0.1 0.1 0.1
N = 5 0.1 0.1 0.1 0.1 0.11
N = 6 0.1 0.11 0.11 0.11 0.11 0.17
N = 7 0.1 0.1 0.13 0.11 0.12 0.25 0.96
N = 8 0.11 0.1 0.11 0.11 0.15 0.45 2.51 17.88

Table 3. Reset Time for Rule Sets. This table shows the increase in reset time
observed in rules with various numbers of CE’s, where a constraining

fact is located at the position indicated by the column heading.

As the reset times do not grow as rapidly as N increases, these results suggest that reset time is
not as great a consideration as memory or number of partial activations. Also the granularity of
timex is only 1/100 of a second, making more precise measurements difficult.

Placement of Volatile Facts

One heuristic that has been proposed concerns the placement of volatile facts in a rule. In data
sets where a particular type of pattern is frequently asserted or retracted (or modified if the tool
supports this), it is best to put these patterns at the bottom of the LHS of the rule. A typical
example is a control fact containing constants, typically used to govern processing phases. The
justification given is that because Rete attempts to maintain the state of the system across
processing cycles, by placing the volatile fact at the bottom of the LHS, Rete does not need to
check most of the rest of the network and can realize some performance gain. To test this, the
following scenario was used. The data set consisted of a set of facts of the form

(Int  val  <n>  isPrime Yes)
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where <n> contained a prime number in the range 1 <= n <= 1000. A volatile counter fact of the
form

(Counter <n>)

was used, where n again ranged from 1 <= n <= 1000. This fact was asserted and retracted for
each value of n in the range. The rules to test whether or not n was prime were

(defrule isPrime
(Int val ?n isPrime Yes)
?x <- (Counter ?n)
=>
(retract ?x)
(assert (Counter =(+ ?n 1))
(printout t ?n “ is a prime “ crlf))

(defrule notPrime
(Int val ?n isPrime Yes)
?x <- (Counter ?ctrVal&:(!= ?n ?ctrVal))
=>
(retract ?x)
(assert (Counter =(+ ?ctrVal 1))
(printout t ?ctrVal “ is not a prime “ crlf))

The results below indicate run times in seconds for systems that searched for primes up to size K.
The column 100, for example, indicates that primes between 1 and 100 were sought by using the
volatile fact (Counter <n>) 100 times.

The example rules isPrime and notPrime given above correspond the rules used for the “volatile
fact at bottom” row of the table. The “volatile fact at top” rules are virtually the same, except that
the (Counter <n>) fact appears as the first CE instead of the second as illustrated above.

100 250 500 750 1000
volatile fact

at top 1.67 4.74 8.17 15.01 20.31

volatile fact
at bottom 1.39 3.92 8.06 12.19 16.43

Table 4. Run Times for Rules with Volatile Facts. This table shows
the differences in run times observed in rules with volatile facts
placed at the top or bottom of the LHS. Times are in seconds.

This example shows that placing volatile facts at the bottom of a rule improves runtime
performance, even for a small rule set and small amounts of data. The improvement is more
obvious as the problem size grows, as the observed difference for K=100 is slight, whereas the
difference for K=1000 is almost 4 seconds.

Placement of Uncommon Facts
Another heuristic suggests that facts that are relatively rare in the system should be placed first
on the LHS. To test this, the following scenario was used. A data set contained three classes of
facts: sensor facts, unit facts, and controller facts. These facts were distributed in the system in
various proportions. Two rules were compared, one organized so that its CE’s matched the
distribution of the facts, and the other exactly opposite. In the following rules, rareFirst is tailored
to perform well when the number of Ctrl facts is less than the number of Unit facts and the
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number of Unit facts is less than the number of Sensor facts. Conversely, rareLast is not expected
to perform as well under this arrangement of data.

(defrule rareFirst
(Ctrl    Id ?cid  Status ?cStat)
(Unit    Id ?uid  Ctrl ?cid  Status ?ustat  Value ?uVal)
(Sensor  Id ?sid  Unit ?uid  Value ?sVal)
=>)

(defrule rareLast
(Sensor  Id ?sid  Unit ?uid  Value ?sVal)
(Unit    Id ?uid  Ctrl ?cid  Status ?ustat  Value ?uVal)
(Ctrl    Id ?cid  Status ?cStat)
=>)

The following table shows the number of partial activations generated for these rules given
various distributions of matching Ctrl, Unit, and Sensor facts. The nomenclature i:j:k indicates
that there were i Ctrl facts, j Unit facts, and k Sensor facts.

Ctrl:Unit:
Sensor
3:10:20

Ctrl:Unit:
Sensor
5:20:50

Ctrl:Unit:
Sensor

10:50:100

Ctrl:Unit:
Sensor

25:125:500

Ctrl:Unit:
Sensor

50:200:1000
rarest fact

at top 33 75 160 650 1250

rarest fact
at bottom 60 150 300 1500 3000

Table 5. Partial Activations for Rules with Rare Facts. This table
shows the differences in partial activations observed in rules with
patterns that match rarest facts at the top or bottom of the LHS.

This test shows that placing less common facts at the top of the LHS reduces the number of
partial activations for the rule. Another point is worthy of mention here: had the distribution of
facts been different, rareLast might have outperformed rareFirst rule. This points out a potential
problem, as attempting to optimize a system based on one set of data may not have optimal
results on other sets of data. Given that expert systems are typically much more data driven than
other forms of software, this kind of optimization may not be effective if the data sets vary
widely.

CONCLUSIONS

This paper has described a number of tests performed to investigate the effects of pattern
ordering on production system performance. The results have borne out widely held heuristics
regarding pattern placement on the LHS of rules. The results have quantified various aspects of
the problem of partial activation growth by measuring the number of partial activations, memory
requirements, system reset and run time for a variety of pattern configurations.

In general, the conclusions that can be drawn are as follows. Partial activations can vary
exponentially as a result of pattern ordering. This suggests that (1) rules should be written with
some regard to minimizing partial activations, and (2) systems should use larger numbers of
small rules rather than smaller numbers of large rules. The second suggestion helps to reduce the
risk of having potentially large numbers of partial activations. The growth of partial activations
as a result of pattern ordering affects memory requirements, and, to a lesser extent, reset time. As
the number of partial activations increases, the memory required and the reset time also increase.
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Placing patterns that match volatile facts at the bottom of a rule LHS improves run-time
performance. Placing patterns that match the least common facts in a system at the top of a rule
LHS reduces the number of partial activations observed. It may be difficult to use these methods
in practice, however, since both of them depend on knowing the frequency with which certain
facts appear in the system. In some cases, this may be readily apparent, but in other cases,
especially where the form of the data may vary widely, these may not be practical. Long term
statistical analysis of the system performance may be required to make use of these
optimizations.
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ABSTRACT

An evaluation of a prototyped user interface is best supported by a simulation of the system. A
simulation allows for dynamic evaluation of the interface rather than just a static evaluation of
the screen's appearance. This allows potential users to evaluate both the look (in terms of the
screen layout, color, objects, etc.) and feel (in terms of operations and actions which need to be
performed) of a system's interface. Because of the need to provide dynamic evaluation of an
interface, there must be support for producing active simulations. The high-fidelity training
simulators are normally delivered too late to be effectively used in prototyping the displays.
Therefore, it is important to build a low fidelity simulator, so that the iterative cycle of refining
the human computer interface based upon a user's interactions can proceed early in software
development.

INTRODUCTION

The Crew Systems Engineering Branch of the Mission Operations Laboratory of NASA
Marshall Space Flight Center was interested in a dynamic Human Computer Interface
Prototyping Environment for the International Space Station Alpha's on-board payload displays.
On the Space Station, new payloads will be added to the on-board complement of payloads in
ninety day increments. Although a payload starts its development and integration processes from
two to four years before launch, a set of new payloads' displays are due every ninety days. Thus,
this drives the need for an efficient and effective prototyping process. The functional components
of a dynamic prototyping environment in which the process of rapid prototyping can be carried
out have been investigated.

Most Graphical User Interface toolkits allow designers to develop graphical displays with little
or no programming, however in order to provide dynamic simulation of an interface more effort
is required. Most tools provide an Application Programmer's Interface (API) which allows the
designer to write callback routines to interface with databases, library calls, processes, and
equipment. These callbacks can also be used to interface with a simulator for purposes of

* This research is supported in part by the Mission Operations Laboratory, NASA, Marshall Space Flight
Center, MSFC, AL  35812 under Contract NAS8-39131, Delivery Order No. 25. The views and
conclusions contained in this document are those of the authors and should not be interpreted as
representing the official policies, either expressly or implied, of NASA.
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evaluation. However, utilizing these features assumes programming language knowledge and
some knowledge of networking. Interface designers may not have this level of expertise and
therefore need to be provided with a friendlier method of producing simulations to drive the
interface.

A rapid prototyping environment has been developed which allows for rapid prototyping and
evaluation of graphical displays [2]. The components of this environment include: a graphical
user interface development toolkit, a simulator tool, a dynamic interface between the interface
and the simulator, and an embedded evaluation tool. The purpose of this environment is to
support the process of rapid prototyping, so it is important that the tools included within the
environment provide the needed functionality, but also be easy to use.

This paper describes two options for simulation within the dynamic prototyping environment:
petri nets and rule-based simulation. The petri net system, PERCNET [3], is designed to be used
as a knowledge-based graphical simulation environment for modeling and analyzing human-
machine tasks. With PERCNET, task models (i.e., simulations) are developed using modified
petri nets. The rule based system is a CLIPS [1] based system with an X windows interface for
running the simulations. CLIPS executes in a non-procedural fashion making it ideal for
representing random and concurrent events required by the simulation. Its C language-based
design allows external communication to be programmed directly into the model. In order to
compare the two approaches for simulation, a prototype of a user interface has been developed
within the dynamic prototyping environment with both simulation architectures. This paper
compares the two systems based upon usability, functionality, and performance.

ARCHITECTURE OF THE DYNAMIC PROTOTYPING ENVIRONMENT

There are four components of the Human Computer Interface (HCI) Prototyping Environment:
(1) a Graphical User Interface (GUI) development tool, (2) a simulator development tool, (3) a
dynamic, interactive interface between the GUI and the simulator, (4) an embedded evaluation
tool. The GUI tool allows the designer to dynamically develop graphical displays through direct
manipulation. The simulator development tool allows the functionality of the system to be
implemented and will act as the driver for the displays. The dynamic, interactive interface will
handle communication between the GUI runtime environment and the simulation environment.
The embedded evaluation tool will collect data while the user is interacting with the system and
will evaluate the adequacy of an interface based on a user's performance. The architecture of the
environment is shown in Figure 1.

[Figure Deleted]

Figure 1. HCI Prototyping Environment Architecture

Interface Development Tool

The Graphical User Interface (GUI) tool for the prototyping environment will allow the designer
to create the display through direct manipulation. This includes the creation of static and
dynamic objects, windows, menus, and boxes. The tool also allows objects created to be linked
to a data source. During execution, the interface objects send and receive data and commands to
the simulator by way of the data server. The user interface objects and their associated data
access description are defined independent of the actual source of data. This first allows the
development of the interface and the simulator to occur concurrently. Second, an interface
developed with the GUI tool can later be connected to a high fidelity simulator and then to the
actual flight software.
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Simulator Development Tool

The simulator development tool provides the capability to develop a low fidelity simulation of a
system or process. The development of a simulation has two important functions. First, the
simulation helps the designer identify and define basic system requirements. Second, potential
users can evaluate both the look (in terms of the screen layout, color, objects, etc.) and feel ( in
terms of operations and actions which need to be performed) of a system. The simulator provides
realistic feedback to the interface based on user inputs.

Dynamic, Interactive Interface

This interface will handle communication between the GUI prototyping tool and the simulation
tool during execution. The interface is a server which has been developed using the GUI's
Application Programmer's Interface. Messages and commands can be sent and received both
ways between the GUI and the simulator. The server also services requests from the embedded
evaluation process, providing information as to which actions the user has taken and which
events and activities have fired.

Embedded Evaluation Tool

An important aspect of the prototyping process is the ability to evaluate the adequacy of the
developed graphical user interfaces. The embedded evaluation tool communicates with the server
to receive information on the interaction between the user and the system. The types of data
collected include user actions, simulator events and activities, and the times associated with these
items. The collected data is analyzed to determine task correctness, task completion times, error
counts, and user response times. The data is then analyzed to provide feedback as to which
features of the interface the user had problems with and therefore need to be redesigned.

An Example: The Automobile Prototype

In order to assess the architecture described above a system was chosen to be prototyped in the
environment. The system chosen for empirical evaluation of the HCI prototyping environment
was an automobile. An automobile has sufficient complexity and subsystems' interdependencies
to provide a moderate level of operational workload. Further, potential subjects in the empirical
studies would have a working understanding of an automobile's functionality, thus minimizing
pre-experiment training requirements.

An automobile can be considered a system with many interacting components that perform a
task. The driver (or user) monitors and controls the automobile's performance using pedals,
levers, gauges, and a steering wheel. The dashboard and controls are the user interface and the
engine is the main part of the system. Mapping the automobile system to the simulation
architecture calls for a model of the dashboard and driver controls and a separate model of the
engine. Figure 2 demonstrates how an automobile system could be mapped into the architecture
described. The main component of the automobile is the engine which responds to inputs from
the driver (e.g. the driver shifts gears or presses the accelerator pedal) and factors in the effects of
the environment (e.g. climbing a hill causes a decrease in the speed of the car). The driver
changes inputs to obtain desired performance results. If the car slows down climbing a hill,
pressing the accelerator closer to the floorboard will counteract the effects of the hill.

[Figure Deleted]

Figure 2. Automobile Prototype
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The dashboard and controls have been modeled using Sammi [5], a graphical user interface
development tool developed by Kinesix. Two options have been investigated for simulation:
petri nets and rules. Petri nets provide a graphical model of concurrent systems. The petri net
system which has been used is PERCNET [3], developed by Perceptronics. PERCNET is
designed to be used as a knowledge-based graphical simulation environment for modeling and
analyzing human-machine tasks. With PERCNET, task models are developed using modified
petri nets, a combination of petri nets, frames, and rules. The rule based system which has been
used is CLIPS [1], a rule based language primarily used for the design of expert systems,
developed by NASA. CLIPS executes in a non-procedural fashion making it ideal for
representing random and concurrent events. The automobile system has been prototyped using
both the petri net and rule-based systems as simulators and comparisons have been made based
upon functionality, usability, and performance.

SIMULATION IN THE DYNAMIC PROTOTYPING ENVIRONMENT

Because of the need to provide dynamic evaluation of an interface rather than just static
evaluation, there must be support provided for producing active simulation. Most GUIs,
including Sammi, provide some sort of Application Programmer's Interface (API) which allow
the developer to write call back routines which interface with databases, library calls, other
processes and equipment. We would like to provide a means of building a low fidelity simulation
of the system to drive the interface which requires little programming.

Basic simulation requirements include the ability to model events and activities, both
sequentially and concurrently. The system should provide the ability to create submodels within
the main model. The simulator clock must be linked to the system clock, and support should be
provided for the creation of temporal events. The process must be able to communicate with
UNIX processes using the TCP/IP protocol. Real-time communication must also be provided to
allow the tool to communicate with the GUI tool on a separate platform via Ethernet. The ability
for two-way asynchronous communication between the runtime versions of the interface and the
simulator must be provided. The simulator must be capable of receiving data from the GUI tool
to dynamically control temporal events, to modify the values of variables, and trigger events and
activities. The ability to specify and send commands, data, and alarms to the GUI tool must also
be provided. A simulator director should be able to send commands (e.g., start simulation, trigger
scenario event, etc.) to the simulator from a monitoring station. An interface should be provided
in order to bind interface objects to simulation objects in order to set the values of variables,
trigger events or activities, and set temporal variables.

Simulation Using Petri Nets

PERCNET is a very powerful system analysis software package designed by Perceptronics, Inc.
It provides an easy-to-use, graphical interface which allows users to quickly lay out a petri net
model of the system. PERCNET uses "modified" petri nets, which allow each state to describe
pre-conditions for state transitions, modify global variables, perform function calls and maintain
a global simulation time.

Pictorially, Petri nets show systems of activities and events. Ovals represent activities which
describe actions performed by the system. Activities are joined by events, represented by vertical
bars, that occur during execution. Events are associated with user actions and environmental
conditions. Execution is shown by tokens propagating through the system. Flow of control passes
from activities to events. Before an event can fire all incoming arcs must have tokens. When this
occurs, the event places tokens on all outgoing arcs passing control to activities. The behavior
that an event exhibits during execution is dependant on the data contained in its frame. Frames
record data related to each activity and event. Event frames may contain rules and functions.
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Activity frames allow the designer to specify a time to be associated with each activity. Figure 3
shows the top-level petri net of the automobile simulator.

[Figure Deleted]

Figure 3. Top-Level Petri Net of the Automobile Simulator

The starter is the component that is activated by the turning of the key. Before the starter can
begin working, however, the key should be turned on, the driver must be wearing his/her seat
belt, the car must be in neutral and the battery must have a sufficient charge to start the starter.
When all three pre-conditions are true, the starter is activated and control advances to the right in
the Petri net. Once the starter has been activated, it must do its part to start the automobile. The
starter allows electricity to flow into the distributor where it is channeled into the spark plugs. As
long as the starter is functioning, the distributor and spark plugs are activated. Finally, as long as
the spark plugs and distributor are working properly and there is gasoline, the spark from the
spark plugs ignites the gasoline mixture in the engine and ignition is achieved. Now that ignition
has been accomplished, the engine is running. The concentric circles representing the
engine_running activity in Figure 3 indicate that the state is shown in a sub-net.

The petri net representing the automobile passes from the ignition portion to the engine running
state and remains in the running state until some condition causes the engine to stop running. The
engine will stop running if the engine runs out of gas, runs out of oil, the temperature rises above
a certain threshold, the key is turned off, the engine stalls (when the automobile is in some gear
and the rpms fall below a threshold amount), the battery loses its charge or the fuel pump, oil
pump, spark plugs or alternator fail.

The major components of the engine modeled are: fuel pump, oil pump, water pump, distributor,
spark plugs, starter, battery, alternator, and fan. The condition of these components is modeled
using a boolean variable indicating either that they are functioning or they are not. The boolean
variables are then used as conditions within events occurring during the simulation. Details of the
Petri Net implementation can be found in [2].

Simulation Using Rules

Since CLIPS is rule-based, it is completely non-procedural. Furthermore, it allows programmers
to pick the strategy by which successive rule-firings are chosen. Certain rules may be designated
fired by different priority levels (rules with the highest priority fire before rules with lower
priority). Other rule-selection strategies govern how rules with equal priority are selected. Events
and activities are represented by the pre- and post-conditions of rules. For example, the rule for
activating the starter is:

(defrule TURN_KEY
?tick <- (clock_tick)
(test (= 1 ?*key*))
(test (= 1 ?*seatbelt*))
(test (= ?*gear* 0))
(test (> ?*battery* 10.0))
(test (= ?*state* ?*READY*))
=>
(bind ?*state* ?*STARTER*)
(retract ?tick)
(assert (clock_tick))
(printout t "ACTIVATE STARTER (" ?*time* ")" crlf)
(tick_tocks 2)
(assert (updated TRUE)))
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In this project, CLIPS has been extended to include communication capabilities [4]. Two sockets
have been provided for reading from and writing to the server. C functions have been developed
to eliminate redundant information from the messages passed to the server. Another
improvement compiled into the CLIPS executable has been a control process that allows a user
to start, stop and quit CLIPS execution through a graphical interface.

The project also demonstrates some programming techniques used in CLIPS to support the
simulation. A global simulation time should be maintained and a mechanism for keeping
simulation execution time has been demonstrated. Another important feature that makes use of
the timer is the periodic update feature. This ensures that CLIPS execution pauses (i.e., no rules
may fire) every few seconds to send and receive information from the server. When this happens,
control returns to the main routine which initializes communication with the server.

Writing CLIPS programs to take advantage of this strategy requires the incorporation of several
techniques. These techniques include rules, variables, and functions which may be used in
subsequent simulation designs. The first choice involves determining which values will be
passed to or received from the server. All global variables (defined using the "defglobal"
command) are passed to the server. No other values are passed. Facts and local variables may be
used to store values which do not need to be passed to the server. It will be shown later how
communication has been further streamlined for efficiency. The most important rule is the clock
rule.

The clock rule stays ready at all times, but because the salience (i.e. priority) of the rule is kept
low, it will not block the firing of other rules. When execution begins, the current system time is
retrieved and stored. The current simulation time is always known by retrieving the system time
and comparing it to the starting time. The new simulation time is temporarily stored in a variable
called “new_time”and is compared to the last calculated time. If the two values are the same,
then the clock rule has fired more than once within one second. In that case, the time is not
printed and facts are reset to allow the clock rule to fire again.

A “clock_tick” fact is used in the preconditions of rules to allow them to become ready for firing.
Without the clock_tick fact, a rule may never fire. Another time feature provided is the
tick_tocks function. Often a programmer would like to force a rule to consume clock time. A call
to the tick_tocks function forces execution to enter a side loop where the required time elapses
before execution continues.

COMPARISON

Usability

Most features of PERCNET are easy-to-learn and use While some study of petri-net theory
would benefit designers, much could be done with very minimal knowledge of petri-nets. One
difficulty in working with PERCNET was the lack of available documentation on the Tool
Command Language (TCL). All function calls, calculations, communication and ad-hoc
programming are done using this language. Perceptronics provides only minimal documentation
on the use of the language within PERCNET making it very difficult to perform anything more
than the most basic operations. However, PERCNET's graphical interface is very appealing to
users.

CLIPS is a rule-based language, which means that there may be a larger learning curve than there
is with PERCNET's point-and-click interface. After the initial learning stages, however, CLIPS
leaves a developer with an immensely powerful simulation tool. The main advantage is
flexibility. CLIPS was written in the C programming language and is completely compatible and
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extendible with C functions. Knowing C in advance can significantly lessen the learning curve.
Many of the "non-C" features of CLIPS resemble LISP. CLIPS has been a tremendous surprise
to work with. A basic proficiency with CLIPS may be gained quickly and one can learn to do
very useful things with the language. Writing the rules for the simulation was actually the easiest
part of the project. As proficiency with the language developed, more advanced features
provided tremendous possibilities. The manuals present the language in a very easy to read
format, contained extensive reference sections and sample code. Furthermore, the manuals
outline how CLIPS may be easily extended to include C (and other) functions written by
programmers.

Functionality

As this project began, PERCNET was a closed package, that is, there was no provision for
communicating with other applications. NASA contracted Perceptronics to modify PERCNET to
allow for such a feature. The final result was a revision of PERCNET which would allow
communication with other applications through the use of sockets. Applications are allowed to
request that global variables be retrieved and/or modified. PERCNET essentially opened it's
blackboard (i.e., global data store) to other applications. The other application in this case being
the server.

After several functions were added to CLIPS (see descriptions in previous sections), the CLIPS
system performed the same functions as the Petri Net simulator. If a new system is prototyped,
the only changes which would be needed are to the knowledge base. The communication link
developed for the Sammi-CLIPS architecture uses the blackboard paradigm to improve
modularity, flexibility, and efficiency. This form of data management stores all information in a
central location (the blackboard), and processes communicate by posting and retrieving
information from the blackboard. The server manages the blackboard, allowing applications to
retrieve current values from the board and to request that a value be changed. The server accepts
write requests from valid sources and changes values. The comparison of the two architectures
goes much further than comparing the two simulation designs. The design of the communication
link significantly affects the flexibility and performance of the architecture.

Performance

The performance within the Petri Net architecture was not acceptable for real-time interface
simulation. Interfaces running within this architecture exhibit a very slow response rate to user
actions when PERCNET is executing within its subnets. The PERCNET execution is also using
excessive amounts of swap space and memory which also affect the refreshing of displays.

Early analysis attempted to find the exact cause of the poor performance; however, only limited
work could be done without access to PERCNET's source code. Since PERCNET's code was
unavailable, we could only speculate about what was actually happening to cause the slow
responses. It was determined that the cause of much of the problem was that PERCNET was
trying to do too much. In the PERCNET simulation architecture, PERCNET is actually the data
server for the environment. The global blackboard is maintained within PERCNET. The server
only provides a mechanism for passing information between PERCNET and other applications.
The server is connected to PERCNET by a socket and the server is actually on the "client" end of
the connection-oriented socket. The server establishes connections with PERCNET and Sammi
and then alternately receives information from each. Any data or commands received from
Sammi are passed immediately to PERCNET. Commands from PERCNET for Sammi are passed
immediately through, as well. Finally, the server sends Sammi copies of all variables. Since
PERCNET is the blackboard server, as well as the simulator, PERCNET's performance would
naturally be affected by the added burden. Lastly, the method provided for sending variables to
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the server was terribly inefficient. When a calculation was performed in the simulation model for
a variable that was needed by the interface, that variable was passed to the server whether or not
it's value had changed from the previous iteration. No mechanism was provided for restricting
the number of redundant values passed across the communication link. As a result, PERCNET
passed every value back to the server when only a few had actually changed.

Each of these limitations was addressed in the design of the server and blackboard in the rule-
based architecture. The server program may be divided into three portions: blackboard
management, Sammi routines, CLIPS routines. The Sammi and CLIPS routines are provided to
communicate with the respective applications. These routines map data into a special
“blackboard entry” form and pass the data to the blackboard management routines. The
blackboard routines also return information to the Sammi and CLIPS routines for routing back to
the applications. The blackboard management routines require that each application (many more
applications may be supported) register itself initially. Applications are assigned application
identification numbers which are used for all subsequent transactions. This application number
allows the blackboard to closely monitor which variable values each application needs to see. It
also provides a mechanism for installing a priority scheme for updates.

The overwhelming advantage of the CLIPS and blackboard combination is the flexibility and
potential they provide. Features are provided that allow modifications which can affect
performance. The ability to tune the performance has allowed the simulation architecture to be
tailored to specific running conditions (e.g., machine limitations, network traffic and complexity
of the interface being simulated). Several parameters may be modified to alter performance.
Tuning tests have improved performance. More detailed performance testing is planned to verify
the results.

CONCLUSION

The goal of the architecture has been to provide simulation of user interfaces so that they may be
designed and evaluated quickly. An important portion of the dynamic prototyping architecture is
therefore the simulator. Ease-of-use is very important, but performance is critical. The Petri Net
architecture's ease-of-use is currently its only advantage over the Rule-Based architecture. The
Rule-Based design overcomes this with power and flexibility. Work currently in progress include
a detailed analysis of the performance of the communication link and a design of a graphical
interface to CLIPS.
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ABSTRACT

Designing engineering objects requires many engineers’ knowledge from different domains.
There needs to be cooperative work among engineering designers to complete a design.
Revisions of a design are time consuming, especially if designers work at a distance and with
different design description formats. In order to reduce the design cycle, there needs to be a
sharable design description the engineering community, which can be electronically
transportable. Design is a process of integrating that is not easy to define definitively. This paper
presents Design Script which is a generic engineering design knowledge representation scheme
that can be applied in any engineering domain. The Design Script is developed through
encapsulation of common design activities and basic design components based on problem
decomposition. It is implemented using CLIPS with a Windows NT graphical user interface. The
physical relationships between engineering objects and their subparts can be constructed in a
hierarchical manner. The same design process is repeatedly applied at each given level of
hierarchy and recursively into lower levels of the hierarchy. Each class of the structure can be
represented using the Design Script.

INTRODUCTION

Design is a fundamental purposeful human activity with a long history. Design can include
creative artistic and engineering components. Knowledge-based design systems deal with factors
that tend to be limited to the engineering aspects of design. Many researchers have developed
knowledge-based engineering design systems. Many of these systems were developed for the
specified design domain using their own unique problem solving method [2, 5, 9, 12, 21]. Some
have tried to develop domain independent knowledge-based design systems. The DIDS (Domain
Independent Design System) by Runkel [18] was developed as set of tools that can provide a
configuration-design system from a library. DOMINIC [10] treats design as best-first search by
focusing on the problem of iterative redesigning of a single object. GPRS (Generative Prototype
Refinement Shell) was developed by Oxman [15], which used Design Prototype [8, 22] as a
knowledge representation. In the real world, most engineering designs are so complex that a
single individual cannot complete them without many other engineers’ help. Cooperation
between different engineering designers is not a simple process because each designer may have
a different perspective for the same problem, and multiple revisions of a design are needed in
order to finish a project. Designers may have different interpretations of the same design value or
may want to access special programs to determine values for the design variables in which they
are interested. In order to achieve the above goals, there needs to be a design knowledge
representation that can be shared between designers and that can be modified to the designers’
needs. In addition, if a designer needs to execute a special program, the design system should
provide a scheme to do so. This paper describes a Design Script as an abstract model of the
design process that is based on hierarchical design structure and shows how to capture design
knowledge and integrate data and tools into a knowledge based design system.
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MODELS OF DESIGN PROCESSES

Dieter [7] describes the design process in his book as follow: “There is no single universally
acclaimed sequence of steps that leads to a workable design.” But it is possible to make the
fundamental design process as simple as an iterative process of analysis, synthesis, and
evaluation (Fig. 1). Analysis is required to understand the goals of the problem and to produce
explicit statements of functions. The synthesis phase involves finding plausible solutions through
the guidance of functions that are produced from the analysis phase. The evaluation process
checks the validity of solutions relative to the goals. The evaluation phase can be divided into
two different types of jobs. One is to compare the solution with existing data if the solution is
composed of comparable data; and the other is to compare the solution values derived from the
current design solution through simulation process executions with the given goals.

[Figure Deleted]

Figure 1. Goal, Function, Form and Behavior Relationship

Problem decomposition is a well-known problem solving strategy in knowledge-based design
systems. Once a complex design problem (a complete object) is decomposed into simple design
problems (subparts), it is much easier to handle. The engineering design object is considered as
being composed of sub-parts in a hierarchical structure. In other words, the problem of designing
a complete object is comprised of designing number of subparts recursively until the designing
process reaches the elemental subparts. The extent and complexity of a design problem can be
different at different levels of hierarchy, but the identical design process can be applied at all
hierarchical levels.

DESIGN SCRIPT

The DS (Design Script) is presented in this paper as an engineering design knowledge
representation scheme. The DS is implemented in COOL (CLIPS Object Oriented Language) of
NTCLIPS which is a Windows-NT version of CLIPS developed by the authors [20]. The
common design process which is composed of analysis, synthesis, and evaluation phases can be
abstracted by encapsulating design activities, such as goal decomposition and invoking methods.
The abstracted model Design Script is placed at the top of the design knowledge for a domain.
The major components of the DS are the goals, functions, and form of the part which is designed
(Fig. 2). These abstractions include how the goals are decomposed and passed to lower level
objects, how the functions of subparts are represented and used, and how explicit knowledge
about reasoning and transforming process are formed and used. The instances of design sub-part
can inherit these abstractions.

[Figure Deleted]

Figure 2. Main Structures of Design Script

Usually, the initial goal of the design object is represented using natural language rather than by
using a technical representation such as “power amp can drive as low as 2-ohm impedance loud
speaker with 80 dB SPL.” Then the goal is refined to the functions such as “require an amplifier
which can provide 20A current at peak with at least 200 W/ch power.” The functions of the
initial stage of the design process are regarded as goal of the next stage of design. The relations
between goal and its functions are acquired knowledge from the designer’s point of view. When
a designer sets goals (or requirements) for the design object, the designer has what should be
required to meet the goals. Although, the relations between goals and functions are intrinsic
knowledge, they should be represented explicitly in the knowledge-based design process. The
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Goal slot of DS will hold a bound instance of the Goal-Design class as a slot value. Each
instance of the Goal-Design class has its intrinsic functions kept as a multi-value slot to meet
current goals. The Attributes slot of DS is a multi-value slot which keeps all the design variables
and values for the design problem. DS provides various manipulation methods such as read-out
and write-in the value of the attribute, decomposing the design into sub-parts, and creating
instances of attributes and sub-parts. There always exist tradeoffs between generality and
efficiency. To improve the efficiency of the design system, it could be built as a very domain
specific. On the other hand, to make it general may require a sacrifice of efficiency. The DS has
been developed to be very general, in that it can be applicable to different design domains.

GENERALIZATION AND AGGREGATION

Generalization is a powerful abstraction that can share commonalties among classes. Usually the
generalization is represented as a superclass. The Design Scrip is a generalization of the design
process that is based on the hierarchical structure of engineering objects. Each subclass inherits
the features of its superclass. The inheritance mechanism of most object-oriented programming
languages is based on a sub-type or is-a relation between classes. The COOL of CLIPS is not an
exception. All the parts of a design object are represented as a subclass of DS so that they can
inherit the properties of DS by using the built-in is-a hierarchy relation. But, the hierarchy
relations among the parts themselves can not be represented by using is-a or kind-of relations,
because they are actually part-of hierarchies (Fig. 3). Aggregation is the has-part or part-of
relationship in which objects are part of the whole assembly. For example, let’s take an example
of a SO-8 package. We can say “An SO-8 package is a kind of IC package.” and “IC is a kind of
electronic component.” (“SO-8” stands for “Small Outline 8 pin” and “IC” stands for “Integrated
Circuit”) We can see the is-a hierarchy relations between an SO-8 package, IC package, and
electronic component. If we build the hierarchical structure for SO-8, we can see that it is
composed of a mold material, a lead frame, wire bonds, etc. The lead frame is composed of
lead1, lead2, die pad, etc. The relationship between these parts can not be represented with is-a
relations. We can say the lead frame is not a type of SO-8, but a sub-part of the SO-8. So, in
order to express the design knowledge, a mechanism must be available to handle the part-of
relationship hierarchy. The slots PART-OF and HAS-PART of DS are used to define the part-of
relations relative to super and subparts of the part under consideration.

DESIGN KNOWLEDGE MANAGEMENT

Many design engineers have stressed the uselessness of unmodifiable design knowledge. If fixed
engineering design knowledge doesn’t have a self-adaptive function for new situations, it may
not work properly in these cases. For our system, the DS needs to follow the syntax of CLIPS
when building a design knowledge base for a specific application design domain, because DS is

[Figure Deleted]

Figure 3. Hierarchical Structure of SO8 IC Package and Design Script

implemented in CLIPS. The syntax of CLIPS is similar to that of the LISP language which uses
lots of parentheses. CLIPS uses prefix notation in numerical computations rather than infix
notation, which is generally used to represent algebraic expressions. If the developer is not
familiar with this type of environment, it could be difficult to build the knowledge base.
Considering that most design engineers are not computer scientists who can easily adapt to new
programming environments, a user interface for knowledge entry and building is provided as a
most essential part of the design system. The DS provides a GUI (Graphical User Interface)
empty form as part of its functionality (Fig. 4). The design knowledge can be built easily by
using the knowledge entry dialog-box on a part by part basis. What the designer has to do is fill
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in each field of the dialog box with the necessary information for designing or analyzing the
object or subpart. It is an essential process to specify the design object in the hierarchical
structure before entering design knowledge. Each dialog-box can edit design knowledge for a
single (composite or elemental) part, such as its part-of and has-part relations, its goal, functions
of the goal, design attributes for the part, and its numerical methods to get the implicit values of
its design variables. When the user edits the dialog-box, the contents of the fields are stored
temporarily in instances of the KENTRY class. Because the purpose of the KENTRY class is to
provide an editable form of design knowledge that is easy to use, the contents of the design
knowledge are kept as text in the corresponding slot. Once this information is entered by the
user, it can be saved into a file in the form of instances of the KENTRY class from the main
menu. Later, the user can modify the design knowledge by loading a previously created version
from the file. Whenever the user wants to run the design system with the current design
knowledge, he first compiles the knowledge from the instance form to the form of classes and
their message-handlers which are in CLIPS syntax.

[Figure Deleted]

Figure 5. Knowledge Entry Class

DESIGN APPLICATION: LEAD-FRAME DESIGN FOR PQFP

The DS has been applied in the domain of Lead-Frame design for a plastic quad flat pack IC
package (PQFP). Acquiring design knowledge for the lead-frame of a PQFP is not a simple
process. First of all, manufacturers tend to use their own knowledge to produce packages for
their chips. Moreover, each company wants to keep this knowledge as proprietary information.
There is available a limited amount of public design knowledge such as the standard package
outlines contained in the JEDEC Package Standard Outline, research paper [11], or handbooks
[19, 23]. This standard is widely used throughout the community of semiconductor
manufacturers. The JEDEC standard is just for the outside dimensions, such as body size, length
of outside lead, lead pitch, etc. The JEDEC manual doesn’t refer to the inside dimensions of the
package. This limitation reveals one difficulty of standardization in the packaging world. The
major goal of the lead-frame design system for PQFP is to define the geometry of a lead-frame
which can satisfy the JEDEC standard and the electrical and mechanical design constraints.

Fig. 6 describes the design knowledge for a lead-frame in graphical format. The values of lead-
pitch, lead-width, and outside lead length are decided from JEDEC standard dimensions which
are stored in a JEDEC database. The size of the chip bonding pad is decided by reference to the
chip design technology base in use. The maximum wire span of the bonding wire from the
bonding pad on the chip to the lead tip of the lead-frame is 100 mil. The lead tip pitch is around
10 mil. The width of the lead tip is around 6 mil. The length of the lead tip is dependent on its
position. Each lead has an anchor hole. The fineness of the lead tip is also limited by the sheet
metal blanking technology. The whole area of the metal part inside the plastic package is equal to
or a slightly less than half of the entire plastic area.

[Figure Deleted]

Figure 6. Design Knowledge for the Lead-Frame of the PQFP.

When a user loads or edits the design knowledge using the Knowledge Entry dialog box and
compiles it, the design knowledge is translated into CLIPS syntax (Fig. 7.). The first part of the
knowledge is for the definition of LF-PQFP (Lead Frame of Plastic Quad Flat Pack) class which
has GOAL and HAS-PART slots. The default value of the GOAL slot is the name of an instance
of the GOAL-DESIGN class which has information about how to achieve the goal. Another
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multi-value slot contains the name and number of the subpart class. The sub-part of the lead-
frame of the PQFP is composed of one die-bond-pad and the number of I/O leads in one octant of
the package.

(defclass LF-PQFP (is-a DESIGN-SCRIPT)
(role concrete)
(slot GOAL (create-accessor read-write) (default "LF-1stGoal"))
(slot WIRE-SPAN (create-accessor read-write) (default 100))
(multislot HAS-PART (create-accessor read-write)

  (default "DieBondPad" "Lead1" "Lead2" "Lead3" . . . "Lead11"))
)

(message-handler LF-PQFP set-attributes()
(bind ?self-i (instance-name ?self))
(bind ?ins-name (symbol-to-instance-name (sym-cat ?self-i "LEADTIPPITCH")))
(make-instance ?ins-name of AN-ATTRIBUTE

(ATTR-NAME "LEAD-TIP-PITCH")
(value 0.254))

(send ?self add-attr ?ins-name)
)

(message-handler LF-PQFP decide-Die-Size ()
(bind ?SB (send ?self get-attr-value (send ?self get-attr-instance "Die-SB"))
(bind ?Nio (send ?self get-attr-value (send ?self get-attr-instance "N-IO"))
(bind ?Pd (send ?self get-attr-value (send ?self get-attr-instance "PAD-PITCH"))
(bind ?DieSize (+ (* 2 ?SB) (*?Pd (+ 1 (/ ?Nio 4)))))
(send ?self put-attr-value (send ?self get-attr-instance "PAD-PITCH") ?DieSize)

)

Figure 7. CLIPS syntax for the Class and Message-Handler.

The reason for designing only an octant of I/O leads is that the geometry of the remaining leads
can be derived from this portion of the geometry by considering the symmetry of the lead-frame.
The next message-handler takes care of creating and storing the instances of the attribute. The
last message-handler is an example of a method used to decide the design value of the attribute.

[Figure Deleted]

Figure 8. Design Result: Lead-Frame of an 84 pin PQFP

Figure 8 shows the lead-frame of an 84 pin PQFP that was created by running the above lead-
frame design system. The outer dotted square represents the plastic body of the PQFP and the
inner dotted square shows the minimum size of the chip. The figure is drawn using the GNU plot
program by providing the geometry that is produced by the lead-frame design system.

CONCLUSIONS AND FUTURE WORK

The main contribution of this research is in providing a general design-process control
framework and a general design-knowledge representation scheme for physical objects to be
designed using knowledge-based design systems. The Design Script developed here can be
applied in any design domain because it contains domain knowledge independent about the
design process. Usually, design is not only an individual activity but also requires cooperative
team work that involves a number of designers from different fields. To support cooperative
design work, DS provides an excellent framework that can be used in different domains. The
capability of DS has been demonstrated in the domain of leadframe design for PQFPs.
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This work is a part of the ongoing project. Much remains to be done to enhance the functionality
of DS. Especially, management of design knowledge is a good candidate for future work. The
current knowledge entry process doesn’t provide any debugging functions. The design
knowledge may be easily broken without careful knowledge entry. But there is also a need for a
version management method like RCS (Revision Control System) or Aegis to enhance the
productivity of cooperative design work. This enhancement is being considered to provide such
functionality to the DS.
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Role-playing games have been a source of much pleasure and merriment for people of all ages.
The process of developing a character for a role-playing game is usually very, very time
consuming, delaying what many players consider the most entertaining part of the game. An
expert system has been written to assist a player in creating a character by guiding the player
through a series of questions. This paper discusses the selection of this topic, the knowledge
engineering, the software development, and the resulting program that cuts the time of character
development from about 4 hours to 20 minutes. The program was written on a PC and an Apollo
in CLIPS 4.3 and currently runs on the Apollo. Gamers have used the program and their
comments are reported on in this paper.
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ABSTRACT

The preliminary design of an aircraft is a complex, labor-intensive, and creative process. Since
the 1970’s, many computer programs have been written to help automate preliminary airplane
design. Time and resource analyses have identified, “a substantial decrease in project duration
with the introduction of an automated design capability” (Ref. 1). Proof-of-concept studies have
been completed which establish “a foundation for a computer-based airframe design capability”
(Ref. 1). Unfortunately, today’s design codes exist in many different languages on many, often
expensive, hardware platforms. Through the use of a module-based system architecture, the
Computer Aided Aircraft-design Package (CAAP) will eventually bring together many of the
most useful features of existing programs. Through the use of an expert system, it will add an
additional feature that could be described as indispensable to entry level engineers and students:
the incorporation of “expert” knowledge into the automated design process.

INTRODUCTION

It is widely recognized that good engineers need not only the textbook knowledge learned in
school, but also a good “feel” for the designs with which they are working. This “feel” can only
be gained with both time and experience. An expert system is an ideal way to codify and capture
this “feel”. This idea is the key feature of CAAP. With this package, engineers will be able to use
the knowledge of their predecessors, as well as learn from it. The potential value of such a
program in aiding the engineering professionals as well as the student is great.

The ultimate goal of CAAP is to design a plane in an intelligent way based on user
specifications. A rough-sizing configuration is created from user inputs and then analyzed using
rule based programming. Throughout the design process, the user is given total access to the
CAAP database, which is implemented using object oriented programming. The user can see
how variables affect each other, view their present values, and see, create, and arrange rules in a
customizable fashion using “Toolbox” files. CAAP exists as a core program with Toolbox files
that add functionality to that core, similarly to the popular program “MATLAB”. CAAP’s core
program has been written while its Toolbox files are still in development.

SYSTEM OVERVIEW

Preliminary aircraft design, as described in above, is a multi-faceted problem whose features
have driven the choice of software platform used to implement CAAP. This section will detail
the features that led to a CLIPS based implementation for CAAP. One aspect of the usefulness of
an expert system to the CAAP package has already been discussed.

The design process is a potentially iterative procedure. This is best explained with an example.
During a hypothetical airplane design, one might re-size the wing five times. On the other hand,
it is possible that the engineer will not alter the original fuselage. The possibility of iterative re-
design for some components and not for others defines a potentially iterative process. Airplane
design is such a process, and it is therefore well modeled by the rule based programming syntax
of an expert system.

As other designers have noted, “tremendous amounts of data and information are created and
manipulated [during the aircraft design process] to produce numerous parts which are eventually
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assembled to a sophisticated system. ... It is becoming clear that a critical issue to effective
design is the efficient management of design data” (Ref. 2). The data produced during the design
process is voluminous at the very least, but it is not haphazardly arranged. The information
needed to design a plane falls into organized patterns. Specifically, a hierarchical structure exists
for most components of an airplane. One such component is engine classification, as illustrated
in Figure 1. This figure diagrams the hierarchy that is used to describe engines in CAAP. This
type of logical hierarchy exists throughout the airplane design process.

Engine

TurbojetTurboprop

Reciprocating Gas Turbine Based

Turbofan

Figure 1. Engine Classifications in CAAP

The data used during airplane design can be very complicated. Each part of the plane, such as the
engine, has its own specifications. Each part also contains subparts, just as the engine has a
turbine, compressor, and fuel pumping system. Each of these subparts has its own specifications
in addition to sub-subparts. Therefore, design data needs to be arranged in an ordered manner
that is readily accessible and understandable to the user. Object Oriented Programming is useful
for storing the complex, voluminous, and hierarchically arranged data produced during airplane
design. The usefulness of OOP has been recognized elsewhere in the aerospace industry. In a
study entitled “Managing Engineering Design Information” (Ref. 2), ten different data storage
methods were examined. The conclusion: “The object-oriented data model was found to be a
better data modeling method for modeling aerospace vehicle design process” than any of the
others studied (Ref. 2).

OOP also facilities the organization of the large number of routines available to aid in aircraft
design. Effective routine organization is a desirable quality of any airplane design program.
CAAP seeks to accomplish routine organization in two ways. First, routines are grouped into the
Toolbox files introduced above. Second, within each Toolbox, different equations are applied to
different parts of the airplane as is appropriate. Having the ability to separate the equations
according to airplane component aids in the logical organization of the program. Such separation
also increases the efficiency of CAAP. For example, it would be a waste of computational time
to have the aspect ratio rule searching instances of the FUSELAGE class for possible span and
area values. OOP and CLIPS run-time modules allows the programmer to implement such class-
specific routine separation.

As discussed above, the order of execution of the routines that analyze an airplane cannot be
determined before run-time because of the potentially iterative nature of design. The routines
themselves, however, are composed of equations that do need to be executed in a predetermined
order. For example, the routine that determines the range-payload curve needs to add up the
range covered during climb, cruise, and descent over and over again until the desired limiting
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payloads are reached. This is an ordered process that is best modeled by a procedural
programming paradigm.

The desirability of using multiple programming paradigms has been discussed above. Because of
these needs, CLIPS was chosen to implement CAAP. CLIPS provides useful and effective rule
based, object oriented, and procedural programming paradigms as well as a high level of cross-
paradigm interactions. CLIPS is also offered on a wide variety of hardware platforms, ensuring
its ability to the student and professional alike.

A Macintosh platform was used to implement these program design goals. The Macintosh was
chosen because of the widespread access to Macs, as opposed to the limited access available to
more powerful UNIX workstations such as IRIS’s or Sun’s. Nonetheless, if a user had access to
these workstations, CAAP would be fully portable to their environments. CAAP’s text based
user interface has been written completely in CLIPS. A second, graphically based user interface,
however, has been designed strictly for Macintosh use. CAAP has been successfully run on
many different Macintosh models, although no porting tests have been performed for other
platforms.

It has been recognized that a modular layout “will preserve the ability for independent expansion
at a later date” (Ref. 3). This key concept is reflected in CAAP’s design. As Kroo and Takai have
succinctly stated, “If the founding fathers did not envision that future aircraft might employ
maneuver load alleviation, winglets, or three lifting surfaces, it may be more expedient to rewrite
the code than to fool the program into thinking of winglets, for example, as oddly shaped stores”
(Ref. 4). With a sectioned program, such problems can be quickly alleviated with the addition of
another Toolbox or an upgrade to an existing one.

As mentioned above, CAAP is organized into a central program and a variety of Toolboxes
which add functionality to the base program. The core program represents all of the code that is
necessary to run an expert system which utilizes CAAP’s data structures. As a result, this code
has the possibility of being recycled in the future. The Toolboxes will add functionality to the
core program. If someone wishes to run CAAP at all, they need to possess the core program. If
someone also wishes to perform weight sizing of their aircraft, they also need to possess the
Weight Toolbox. If a certain Toolbox is not present while a user is designing an airplane with
CAAP, the part of the analysis that the Toolbox is responsible for will not be completed.
Continuing with the previous example, if the Weight Toolbox is missing, no weights will be
assigned to the various components of the plane. Missing Toolboxes could prevent an airplane
from being completely designed. Nonetheless, arranging a program in this fashion allows users
to customize their personal version of CAAP as they desire. The user will, as a hypothetical
example, have the ability to choose a Roskam Weight Toolbox instead of a Raymer Weight
Toolbox, if they so desired. In addition, if the user does not want CAAP to perform a certain kind
of analysis, the Toolbox based program allows them to disable a segment of code analysis easily.
It is worth noting that no time consuming re-compilation is presently necessary to remove a
Toolbox from CAAP. A simple menu option allows users to choose which Toolboxes will be
loaded at start-up.

Mimicking the real engineer, CAAP’s core program will prompt the creation of a rough, initial
sizing for an airplane. The code will then analyze this initial configuration of the plane. If the
given configuration does not meet one of the user’s performance specifications, or if the plane
does not pass the appropriate FAR regulations, CAAP will modify a particular part of the plane.

A diagram of the system architecture that will accomplish these tasks is presented in Figure 2.
The diagram depicts the interactions between CAAP’s run-time modules. Into each of these run-
time modules will be loaded routines that perform certain functions in the airplane design
process. For example, the Performance Module will contain routines that determine performance
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estimates. Run-time modules are not to be confused with Toolbox files. Toolbox files are files
that contain routines organized in an arbitrary manner chosen by the user. Run-time modules
group routines by functionality only.

Common Object Oriented Data Base

Weights 
Module

Performance 
Module

Initial Sizing 
Module

Analysis Modules

Expert 
Module

Stability and 
Control Module

Propulsion 
Module

Geometry   
Graphics 
Module

User 
Requirements 

Module

FAR 
Requirements 

Module

Requirements Modules

 Sensitivity 
Analysis 
Module

CAAP Core Program controls all run-time modules

Figure 2. System Architecture

The CAAP core program is presented around all of the run-time modules in order to emphasize
that it is the core code that drives all of the routines within the run-time modules and allows them
to perform their allotted analytical tasks. The Initial Sizing Module produces the initial
parameters for the first configuration. The rest of the modules then analyze, alter, and re-analyze
the subsequent configurations. The final plane will be presented to the user through the routines
in the Geometry Graphics Module. The user will then be able to change the proposed
solution/configuration, and the process will start over again. This time, however, the “old”
solution with the user’s modifications will become the “initial configuration”.

THE RULE WRITING UTILITY

The rules that make up CAAP need not only to perform their prescribed functions, but also to
provide variable dependency information to the routine that performs variable assignments for
CAAP. As described later in the Consistency Maintenance section, if a variable in the system is
calculated, all of the variables that depend on its value must be recalculated. It is useful to
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maintain a data storage system which can provide CAAP with these variable dependencies. Rules
are no longer written in their traditional format. In previous versions of CAAP, when a program
developer wanted to add a rule to the expert system, they have had to learn the syntax of rule
writing in CLIPS and then how to hard code the rule into the system. This required coding some
standard constructs that perform some of the repeated type checking that goes on within CAAP.
These constructs were usually very long and “messy”, and therefore very time consuming to
write.

In CAAP Version 2.0, programmers can add rules to the system by using the Rule Writing
Utility (RWU). In order to add a rule, the programmer creates an instance of the class
RULE_INFORMATION. They can do this manually or with option 8 of CAAP’s main menu.
Both methods create objects containing several slots: one set of slots is created listing the input
variables and another set is created listing the output variables of the rule that is represented by
the instance. The input variables can be restricted to be equal, not equal, less than, greater than,
less than or equal to, or greater than or equal to some other value. The text of the calculation that
will be executed by the actual rule is also stored in a slot of the instance of
RULE_INFORMATION. Therefore, the programmer needs only enter two sets of variables
(input and output) and a string representing a calculation (and some housekeeping information).
The rest is handled by the RWU.

Before system operation beings, the RWU code creates the class RULE_INFORMATION and
the rule “make_rules.” “Make_rules” creates expert system rules and places them into the Rule
Base based on the existing instances of RULE_INFORMATION. It also adds all of the constraint
checking that is necessary for proper CAAP operation. Such a utility could be useful in other
Expert Systems that involve the same type of input and output for each rule. As previously
mentioned, such code recycling opportunities are an important aspect of CAAP.

Once “make_rules” has fired, each rule is represented in two places: one sense of the rule exists
in the Rule Base as an actual expert system rule. Another sense of the rule exists in the Object
Oriented Database as an instance of the class RULE_INFORMATION. This second
representation of the rule is used by the assignment routine to satisfy its need to know how
variables depend on each other. Assignment routine operation and the way the routine uses
variable dependency information are described in the Consistency Maintenance section.

The present method of double representation is more efficient than what was possible with
CLIPS 5.1. Previously, if a programmer wanted to add a rule with five inputs and five outputs,
they would have to check that 5 X 5 or twenty-five separate variable dependencies were included
in the dependency functions (in addition to the constraint checking information). In Version 2.0,
the programmer simply needs to list the five inputs and the five outputs of the rule at the time of
RULE_INFORMATION instance creation. This brings CAAP a large step closer towards
decreasing the future programmer’s work load. Additions to the Rule Base can now be generated
more easily and more quickly than before.

THE CORE PROGRAM

CAAP’s Core Program has been given the basic abilities needed to design an airplane. At the
time of this writing, the Core Program still requires the addition of large amounts of data in the
form of Toolbox files in order to be able to design an airplane. Nonetheless, the full functionality
of the Core Program has been implemented. The main menu of the package appears in Figure 3.
Descriptive English equivalents are used at every point throughout the user interface. A lot of
attention was focused on making CAAP user friendly in order not to loose any potential users
due to the newness of the program.
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Main Menu
---------
1) Create an airplane
2) Modify requirements or plane
3) Analyze airplanes
4) Save an airplane to disk
5) Load an airplane from disk
6) Look at an airplane
7) Look at slot dependencies
8) Add a rule to the database
9) Look at internal variable representation
10) Manipulate Toolboxes
11) Miscellaneous
12) Quit

Please choose an option (0 to reprint menu)>

Figure 3. CAAP Main Menu

The user is presently allowed to create airplanes, modify the specifications the airplane is
designed to, and change the airplane’s describing variable values. The user may save and load
airplanes from disk. The user is also given complete access to the CAAP database. Designers are
allowed to look at the variable values that represent an airplane, either individually or in a
summary sheet format. They may also look at the dependencies that exist within the CAAP
database. This valuable tool would tell the user, for example, that the aspect ratio depends on the
wing area and the wing span for its values (reverse dependencies), and that when the wing span
is changed, the aspect ratio will have to be recalculated (forward dependencies).

The user is allowed to see a list of all variables which have been defined to CAAP and which are
not used in any of the presently loaded rules. This can help designers load the appropriate
Toolboxes or add rules where necessary. Users can write rules during run-time and add them to
Toolbox files. This feature allows for simple expansion of CAAP by individual users in the
future, and, combined with the Toolbox manipulation functions, has allowed CAAP to become a
self-modifiable program. With this ability, CAAP can evolve to meet individuals needs as they
create and change Toolbox files and the rules that populate them.

The user is given some aesthetic controls over CAAP output. The user can look at CAAP’s
internal variables representations. Toolboxes can be created, deleted, and loaded during run-time.
Users can view which Toolboxes have been loaded into the CAAP database as well as choose
which Toolboxes to load each time CAAP starts up. The dynamic use of Toolbox files presents
some interesting situations. The files can act as a medium for knowledge exchange in the future.
For example, Joe can design a plane with the Toolboxes he has built over time. He can then add
Mary’s rules to his personal Toolbox, and redesign his plane in order to discover how Mary’s
know-how can improve his model. Such an interactive exchange of information could be very
useful, especially in an teaching environment.

CONSISTENCY MAINTENANCE AND THE AVAILABILITY OF
SEVERAL ROUTINES TO CALCULATE ONE VARIABLE

There are several different methods available to estimate almost any of the parameters used in
airplane design. Different sources will quote different methods, each with its own result. A
consistent method for routine execution is needed. When there is more than one equation or
routine available to calculate a given parameter, CAAP will select the most advanced one for
which all of the input variables have been determined. For example, the airplane drag coefficient
can be calculated using equation (1) or with a drag build-up.

268



CLα
= Clα

A

A + [2(A + 4) (A + 2)]
(1)

where

CLα
 = lift curve slope for a finite lifting surface

Clα
 = section lift curve slope

A  = aspect ratio

If the components of the plane have been defined, the latter, more advanced drag estimation
method will be used. If the components have not yet been defined, the former, simpler method
will be used. Importantly, once the components have been defined, the LHS of the drag build-up
rule will be satisfied and CAAP will recalculate the drag based on the more advanced drag build-
up. All calculations are based on the most advanced routine available, due to the rule based
programming implementation chosen for CAAP.

Rule “advancedness” will be represented by a priority associated with each rule. This priority is
stored in a “rulepriority” function in CAAP’s core program. It is presently used to ensure that the
Inference Engine sees more “advanced” rules more quickly than it sees more primitive rules.
Rulepriority is used by the RWU to set rule saliences during system initialization. This procedure
improves program efficiency by decreasing the likelihood that a particular variable will be
calculated many times by successively more advanced routines when a very advanced one could
have done the job originally. Rule prioritization also allows the user to be confident that the
crude initial estimates used in the Initial Sizing Toolbox will not be used in the final
configuration. As soon as the airplane begins to take shape, the Initial Sizing Toolbox’s estimates
will be replaced with more advanced values4.

If two methods are similarly “advanced”, one method will be chosen over the other arbitrarily,
but not randomly. If the designer has a preference as to which method is used by CAAP, he or
she can specify this to the package. The “rulepriority” function alleviates the need for addressing
the situation when two expert recommendations agree. Either they will have different priorities,
or their location on the agenda will determine which is fired.

CONSISTENCY MAINTENANCE AND PARAMETER MODIFICATIONS

During the design process, configurations are created and analyzed. If the analysis shows a given
configuration to be inadequate in some way, the rules within the Expert run-time module will
modify one of the design parameters of the given configuration, in effect creating a new
configuration. Until the effects of this single modified parameter have been propagated
throughout the airplane, the configuration will be inconsistent. In another scenario, an advanced
routine might recalculate a design parameter previously calculated by a more primitive routine.
Again, until the effects of this change have been propagated throughout the system, an
inconsistent configuration will exist. The solution to this problem follows.

4This does not necessarily have to occur, if one is not careful.  It would be possible for the airplane to be presented
as a final product without enough of it having been calculated to replace the Initial Sizing Toolbox's estimates.  This
would be an absurd situation, and it would result in problems.  CAAP will not present a plane to the user unless a
minimum set of parameters have been calculated to a sufficient level of "advancedness".  This way, no Initial Sizing
Toolbox estimates will make their way to the user.
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Consistency maintenance will be accomplished in two ways. When a rule within the Expert run-
time module modifies an airplane design parameter, it will have to do so in a “responsible”
manner. For example, suppose the Expert rule, for an “expert” reason, decides that the aspect
ratio of the wing needs to be changed. If it simply changes the aspect ratio, the span and/or wing
area will be inconsistent. Therefore, the Expert rule will have to also change the span or the wing
area. The rule could, for example, adjust the aspect ratio while keeping the wing area constant. In
other words, the Expert rule will have to look at the input variables that determine the value of
the design parameter and modify them so that they are consistent with the new value of the
changed variable.

The second consistency maintenance procedure will be based on computational paths. Figure 4
presents a diagram of a hypothetical set of computational paths. Each box on the diagram
represents a variable. The directed connections represent the dependency of a variable on the
value of other variables.

X1

X2

X3

X4

X5

X6

Figure 4. Consistency Maintenance Example

Suppose that the variable in the shaded box has just been redefined, perhaps by a rule from the
Expert run-time module or by an advanced estimation routine. The value of every box
“downstream” of the shaded box is now inconsistent. The “downstream” variables are
represented by the presence of an “X” in the variable box. The “downstream” variables need to
be recalculated as if they had never been determined in the first place. Each rule will have access
to the list of variables which depend on the variable in the shaded box (i.e. X1 in this example).
This list is stored in instances of the RULE_INFORMATION class, introduced in the Rule
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Writing Utility section. The rule will erase, or undefine5, all of the variables that depend on the
changed variable (i.e. it will undefine X1). The Toolbox will then undefine all of the variables
that depended on those variables, and so on until the there are no more dependent variables to
undefine (i.e. X2, X3, ... , X6). This systematic undefining is called the “downstream” erasure
procedure. It has been coded as part of the “assign” routine that is used for all variable
assignments. Every rule must use the “assign” routine. After a “downstream” erasure, the other
rules in CAAP will automatically recalculate the undefined “downstream” variables. This will
occur since the LHS of CAAP rules is satisfied when the input variables for the rule are
undefined.

A problem with the method of consistency maintenance presented in Figure 4 will arise if any
loops exist within the computational paths. A discussion of this problem is beyond the scope of
this paper, and the problem has only been partially solved. A full solution to the “Loop Problem”
is one of the major remaining issues facing CAAP.

PRACTICAL LIMITATIONS

The future of CAAP will focus on three different areas: the core program, the Toolboxes, and the
user interface. The essentials of the core program have been entirely written. Some extra
functionality has also been added to the program. Nonetheless, there is always room for
improvement and CAAP is by no means complete. Among the pieces of code not yet written is a
numerical optimizer. Such code could provide CAAP with a way to make “expert”
recommendations when no rules from the Expert run-time module apply to a given
configuration. If no rules exist to help, CAAP could turn to numerical optimization methods in
order to determine what changes to make to a configuration in order to make it meet all user and
FAR requirements. A simultaneous equation solver could significantly facilitate solving the
airplane design problem.

The Toolbox files need to receive a significant amount of data. Proof of study Toolbox files have
been implemented and successfully tested, but there remains a lot of data to input in order to
fully design an airplane. The graphical user interface ran into difficulties associated with system
level Macintosh programming. Finding an alternative to friendly user interactions will be a
priority for CAAP in the future.

The first category of plane that CAAP should be able to completely design will be the light,
general aviation, non-acrobatic, single engine aircraft. The graphics for displaying the airplane
are next on the implementation list. Eventually, trend studies and increased user involvement in
the design process could be added. For example, if the user wished CAAP to produce several
final designs instead of one, this could be done. If the user wished to watch CAAP fire one rule
at a time, this could be done. A utility could be added to allow users to see which rules are firing
at any given time. This would provide the user with a better “feel” for how the package is going
about designing their airplane.

CONCLUSION

A firm theoretical foundation has been developed for CAAP. The problem of designing an
airplane has been laid out and implemented using rule based, object oriented, and procedural
programming paradigms. Rule based programming enables CAAP to capture expert knowledge

5CLIPS 6.0 no longer supports undefined slot values.  It is necessary to have such reserved values for airplane
variables that may take on a range of values.  In order to satisfy the LHS's of any of the rules, the LHS's must
contain tests for variables to see if they have not yet been calculated, that is that they are undefined.  A typical
undefined value is -1e-30 for a floating point variable.
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and to mimic the potentially iterative nature of preliminary airplane design. Object oriented
programming handles the voluminous, complex, and hierarchically arranged data produced
during airplane design. Procedural programming is used to implement the actual analysis
routines necessary for engineering design. CAAP has realized core program implementation and
proof-of-concept Toolbox file creation and test. CAAP can begin designing airplanes and awaits
the addition of more data in order to be able to complete the design process. CAAP is still in the
developmental phase.
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ABSTRACT

A Human-Computer Interface (HCI) Prototyping Environment with embedded evaluation
capability has been investigated. This environment will be valuable in developing and refining
HCI standards and evaluating program/project interface development, especially Space Station
Freedom on-board displays for payload operations. This environment, which allows for rapid
prototyping and evaluation of graphical interfaces, includes the following four components: (1) a
HCI development tool, (2) a low fidelity simulator development tool, (3) a dynamic, interactive
interface between the HCI and the simulator, and (4) an embedded evaluator that evaluates the
adequacy of a HCI based on a user's performance. The embedded evaluation tool collects data
while the user is interacting with the system and evaluates the adequacy of an interface based on
a user's performance. This paper describes the design of conceptual models for the embedded
evaluation system using a rule-based approach.

INTRODUCTION

Formative evaluation is conducted through usability studies. Given a functional prototype and
tasks that can be accomplished on that prototype, the designer observes how users interact with
the prototype to accomplish those tasks in order to identify improvements for the next design
iteration. Evaluation of the interaction is measured in terms of specific parameters including:
time to learn to use the system, speed of task performance, rates and types of errors made by
users, retention over time, and subjective satisfaction [4]. Analysis of this information will assist
in redesign of the system.

The conceptual model of a designer is a description of the system and how the user should
interact with it in terms of completing a set of tasks [2]. The user's mental model is a model
formed by the user of how the system works, and it guides the user's actions [1]. Most interaction
problems occur when the user has an inaccurate model of the system or when the user's model of
a system does not correspond with the designer's conceptual model of the system. The evaluation

* This research is supported in part by the Mission Operations Laboratory, NASA, Marshall Space Flight
Center, MSFC, AL  35812 under Contract NAS8-39131, Delivery Order No. 25. The views and
conclusions contained in this document are those of the authors and should not be interpreted as
representing the official policies, either expressly or implied, of NASA.
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approach which will be discussed in this paper evaluates the user's mental model of the system
against the designer's conceptual model.

A rule-based evaluation approach, implemented using CLIPS, is used to develop the conceptual
model. The model outlines the specific actions that the user must take in order to complete a task.
Evaluation criteria which are embedded in the rules include the existence of certain actions, the
sequencing of actions, and the time in which actions should be completed. Throughout the
evaluation process, user actions are continuously associated with a set of possibly changing
goals. Once a goal has been identified, the user's action in response to that goal are evaluated to
determine if a user has performed a task correctly. Tasks may be performed at three levels:
expert, intermediate, and novice.

The dynamic relationship between the evaluation tool and the user environment allows the
simulation director to constantly introduce new goals that need to be responded to. This paper
will discuss the approach of rule-based conceptual modeling and will provide an example of how
this approach is used in the evaluation of a graphical interface of an automobile.

ARCHITECTURE OF THE HCI PROTOTYPING ENVIRONMENT

The Human-Computer Interface Prototyping Environment with Embedded Evaluation capability
is designed to allow a developer to create a rapid prototype of a system and to specify correct
procedures for operating the system [3]. The first component of the architecture is the Graphical
User Interface (GUI) development tool. This tool allows the designer to graphically create the
interface of the system and specify a data source for each object within the display. The
simulator tool provides the capability to create a low-fidelity simulation of the system to drive
the interface. The embedded evaluation tool allows the designer to specify which actions need to
be taken to complete a task, what actions should be taken in response to certain events (e.g.,
malfunctions), and the time frames in which these actions should be taken. Each of these
components is a separate process which communicates with its peers through the network server.
Figure 1 shows the architecture of the HCI Prototyping Environment.

[Figure Deleted]

Figure 1. Architecture of the HCI Prototyping Environment

During execution of the system, the interface objects send and receive data and commands to the
simulator by way of the data server and the simulator provides realistic feedback to the interface
based on user inputs. The server sends the embedded evaluation tool the actions which the user
has taken, all events and activities which have occurred, and the times associated with these
items. The embedded evaluation tool analyzes the actions which have been performed by the
user, that is, the user's model of the system, against the predefined conceptual model of the
designer. The system identifies which tasks were completed correctly, or not, and provides data
to the designer as to the points in the interaction in which the user's model of the system did not
correspond to the designer's conceptual model of the system.

In order to evaluate the architecture, an automobile system was prototyped in the environment.
An automobile was chosen because it has sufficient complexity and subsystems'
interdependencies to provide a moderate level of operational workload. Further, potential
subjects in the empirical studies would have a working understanding of an automobile's
functionality, thus minimizing pre-experiment training requirements. The conceptual model
which will be described in this paper is that for the automobile prototype. Before describing the
rule based conceptual model, we will first discuss changes made to integrate CLIPS into the HCI
Prototyping Environment.

274



THE GRAPHICAL USER INTERFACE EVALUATION TOOL (GUIET)

The goal of GUIET is to provide for dynamic evaluation of user actions within the HCI
Prototyping Environment. Using GUIET, the process of formative evaluation has more flexibility
and takes less time for analysis. The main feature is that the evaluation of most of the
participant's actions are automated. The evaluation is performed at runtime by an expert system.
The knowledge base of the system contains the designer's conceptual model, of how he/she
thinks the user should interact with the prototyped system. Because the knowledge base is not
hard coded into the application, it can be dynamically changed according to the needs of the
evaluator. This provides the flexibility to evaluate different interfaces with the same evaluation
criteria or one interface with different evaluation criteria. This design saves time because the data
is automatically collected and analyzed based on the rule based conceptual model. If a new
interface is prototyped, the only change that needs to be made with GUIET is changing the
knowledge base.

In addition to the rule-based modeling design, GUIET provides a graphical interface and
communication capabilities to CLIPS. In order to be integrated with the existing architecture,
GUIET needs to receive information from both the interface and the simulator. The server sends
the messages that are passed between the GUI tool and the simulator tool to GUIET. This is done
using datagram sockets for the interprocess communication. The messages are in the form:

(newfact 193.0 I>S Message SetVariable gear 2)

where newfact is a string used for pattern matching for CLIPS rules, 193.0 is the time stamp, I>S
states that communication is from the interface to the simulator, Message is the type of
communication, SetVariable represents that the value of a variable is being set by the user, gear
is the variable name, and 2 is the variable value.

Although this is the natural way to assert facts into CLIPS, the state for the car is stored not as a
set of facts, but as one fact with many attribute/value pairs. Before the new fact is evaluated it is
translated into the form of a fact. This translation is done by a set of translation rules. An
example of a translation rule is:

; GEARS

(defrule trans_gear
?newfact <- (newfact ?time ?direction ?type ?action gear ?value)
?state <- (car_state)
=>
(modify ?state (gear ?value))
(retract ?new_fact)
(bind ?*current_tag* (+ ?*current_tag* 1))
(assert (action (type gear) (value ?value) (time ?time)

  (clock_tag ?*current_tag*) ))

Another set of rules perform the evaluation of the user's actions, which are described in the next
section. The last section describes a graphical interface which has been created for CLIPS.

CONCEPTUAL MODEL FOR THE AUTOMOBILE PROTOTYPE

The tasks which the user are asked to perform with the prototype can be divided into two
categories: driving the car (i.e., using the controls) and responding to events (e.g., environmental
and maintenance). The tasks measured include:
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° Starting the car
° Driving forward (including changing gears)
° Driving backward
° Turning
° Stopping (at stop signs, lights, etc.)
° Parking the car
° Increasing and decreasing speed [Responding to speed limit changes]
° Driving uphill and downhill [Responding to hill events]
° Performing maintenance [Responding to maintenance events]
° Responding to environmental conditions

The events which can occur while the user is driving include environmental condition events
(e.g., rain, snow, fog, and clear weather), time of day events (e.g., day and night), terrain changes
(uphill and downhill), speed limit changes, and maintenance problems (e.g., gas, oil, battery,
alternator, and engine). In addition to the events, the participant is given a set of instructions that
must be followed. These are in the form of driving directions (e.g., drive 5 miles north and park
the car).

Driving the car consists of manipulating graphical objects on the screen. For each of the tasks
described above, the designer has determined a set of correct actions that must be made to
complete the task. For example, the actions which must be taken for starting the car include:

1. Lock the seatbelt
2. Release emergency brake
3. Depress the brake
4. Depress the clutch
5. Put the gear in neutral
6. Turn the key on

Task correctness is evaluated based mainly on three evaluation criteria: the existence of certain
actions, the sequencing of actions, and the time associated with the completions of the actions or
task. An integer clock counter is used to indicate the action or event sequence. In the beginning
of evaluation, the clock is reset to zero. Every subsequent action taken by the driver would
increment the clock by one. Action sequence is important for many driving maneuvers. For
example, clutch must be engaged before shifting gears. The evaluation process evaluates the
correctness and effectiveness of a driver's interactions with the graphical user interface. User
performance can be classified into three levels for most tasks - expert, intermediate, and novice.
There may also be no response to a task. A counter is designated for each performance level.
Every time a sequence of user actions is classified at a particular level, the associated counter
will be incremented by one. The purpose of the evaluation is not to classify or evaluate users, but
to evaluate the interface. The classification of users into categories is done to identify the level at
which the users are interacting with the system. The goal is to have most if not all interactions at
what the designer would consider the expert level. If users are not interacting at this level, it is
the interface which must be enhanced to improve user performance.

In the CLIPS implementation a fact template is used to represent the car states and driving
scenarios. The following shows the template for car-states:

(deftemplate car_states "Variables used in the car interface"
(slot turnsignal)
(slot brake)
(slot emer_brake_on)
(slot clutch)
(slot key)
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(slot gear)
(slot throttle)
(slot speed)
(slot seatbelt)
(slot wipers)
(slot lights)
(slot fog_lights)
(slot oil)
(slot gasoline)
(slot engine_temp)
(slot battery)
(slot alternator_ok)
(slot rpm)
(slot terrain)
(slot day)
(slot weather)
(slot speed_limit)

)  ;car template

Associated with each action taken by the user, a template is defined as:

(deftemplate action "Action taken by the user on the interface"
(slot type) ;action type
(slot value) ;action value
(slot time) ;action time
(slot clock_tag) ;action sequence

)  ;action template

An evaluation rule is designed for each performance level. After a sequence of actions is
completed, it will be evaluated based on the rules for the three performance levels. However,
only one of the rules would succeed. The rules are organized in a way that the expert level would
be tried first, then the intermediate level, and then the novice level. Once a rule has been
successfully fired, this sequence of actions will be discarded. The prioritization of these rule is
achieved through the salience values of CLIPS.

The following examples describe a portion of the evaluation process for starting the engine.

; Rules for Starting the Engine
(defrule expert_start_engine "Expert level starting engine"

; salience value highest among the four performance evaluation rules
(declare (salience 3))

; This part of the rule ensures that all of the actions have occurred.
; the first action putting the seatbelt on
?f1 <- (action (type seatbelt) (value 1) (clock_tag ?t))
; next action is about the emergency brake
?f2 <- (action (type emer_brake_on) (value 0) (clock_tag ?t1))
; next action is brake on
?f3 <- (action (type brake) (value 1) (clock_tag ?t2))
; next action is clutch depressed
?f4 <- (action (type clutch) (value 1) (clock_tag ?t3))
; next action is gear neutral
?f5 <- (action (type gear) (value 0) (clock_tag ?t4))
; next action is key on
?f6 <- (action (type key) (value 1) (clock_tag ?t5))
?f7 <- (noresponse start_engine)
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; To ensure that the actions occurred in the proper order the following
; test is performed. The proper sequence is lock seatbelt, release
; emergency brake, depress brake, depress clutch, select neutral gear,
; turn key, release brakes and release clutch.

(test (= (+ ?t 1) ?t1))
(test (= (+ ?t 2) ?t2))
(test (= (+ ?t 3) ?t3))
(test (= (+ ?t 4) ?t4))
(test (= (+ ?t 5) ?t5))

=>
; The following assertion aids in keeping track of whether a response
; was made or not.
(assert (response start_engine))

; effects of actions considered, therefore removed from the fact base
(retract ?f1 ?f2 ?f3 ?f4 ?f5 ?f6 ?f7)

; increment expert level count
(bind ?*expert_count* (+ ?*expert_count* 1))

(printout evaluation "TASK: starting the engine" crlf)
(printout evaluation "TIME:  " (- (integer (time)) ?*start_time*) "

seconds" crlf)
(printout evaluation "# ERRORS: 0" crlf crlf)

)  ; expert_start_engine

(defrule intermediate_start_engine "Intermediate level starting engine"

; salience value smaller than expert level, but higher than novice level
(declare (salience 2))

; This part of the rule ensures that all of the actions have occurred.

; the first action putting the seatbelt on
?f1 <- (action (type seatbelt) (value 1) (clock_tag ?t))
; next action is about the emergency brake
?f2 <- (action (type emer_brake_on) (value 0) (clock_tag ?t1))
; next action is brake on
?f3 <- (action (type brake) (value 1) (clock_tag ?t2))
; next action is clutch depressed
?f4 <- (action (type clutch) (value 1) (clock_tag ?t3))
; next action is gear neutral
?f5 <- (action (type gear) (value 0) (clock_tag ?t4))
; next action is key on
?f6 <- (action (type key) (value 1) (clock_tag ?t5))
?f7 <- (noresponse start_engine)

; The following test is to see what sequence the events occurred in.
; The proper sequence is: key turned after the clutch is off, clutch off
; after the brake is on, and seatbelt is on before the key is turned.
; Additional actions may be done in between the needed actions.
; For example, turning on the fog lights.

(test (> ?t1 ?t))
(test (> ?t2 ?t1))
(test (> ?t3 ?t2))
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(test (> ?t4 ?t3))
(test (> ?t5 ?t4))

=>
; The following assertion aids in keeping track of whether a response
; was made or not
(assert (response start_engine))

; effects of actions considered, therefore removed from the fact base
(retract ?f1 ?f2 ?f3 ?f4 ?f5 ?f6 ?f7)

; increment intermediate level count
(bind ?*intermediate_count* (+ ?*intermediate_count* 1))

(printout evaluation "TASK: starting the engine" crlf)
(printout evaluation "TIME:  " (- (integer (time)) ?*start_time*) "

seconds" crlf)
(printout evaluation "# ERRORS: 1 or more" crlf)
(printout evaluation "EXPLANATION: Extra events occurred in the

sequence." crlf )

)  ;intermediate_start_engine

(defrule novice_start_engine "Novice level starting engine"

; salience value smaller than intermediate level, but higher than no
response level

(declare (salience 1))
; This part of the rule ensures that all of the actions have occurred.

; the first action putting the seatbelt on
?f1 <- (action (type seatbelt) (value 1) (clock_tag ?t))
; next action is about the emergency brake
?f2 <- (action (type emer_brake_on) (value 0) (clock_tag ?t1))
; next action is brake on
?f3 <- (action (type brake) (value 1) (clock_tag ?t2))
; next action is clutch depressed
?f4 <- (action (type clutch) (value 1) (clock_tag ?t3))
; next action is gear neutral
?f5 <- (action (type gear) (value 0) (clock_tag ?t4))
; next action is key on
?f6 <- (action (type key) (value 1) (clock_tag ?t5))
?f7 <- (noresponse start_engine)

; The events do not have to occur in any particular order. They just
; all have to occur.

=>
; The following assertion aids in keeping track of whether a response
; was made or not
(assert (response start_engine))

; effects of actions considered, therefore removed from the fact base
(retract ?f1 ?f2 ?f3 ?f4 ?f5 ?f6 ?f7)

; increment novice level count
(bind ?*novice_count* (+ ?*novice_count* 1))

 (printout evaluation "TASK: starting the engine" crlf)
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(printout evaluation "TIME:  " (- (integer (time)) ?*start_time*) "
seconds" crlf)

(printout evaluation "# ERRORS: 1 or more" crlf)
(printout evaluation "EXPLANATION: Events occurred out of sequence."

crlf)

)  ;novice_start_engine

(defrule no_response_start_engine "No response to starting engine"
; No salience value is assigned therefore it
; has the default value of 0

; Check to see if there was an attempt to start the engine
(noresponse start_engine)

; Check to see if the time limit has exceeded for starting the engine
(test (>  (integer (time)) (+ ?*timeout* ?*start_time*)))

=>
; increment no response count
(bind ?*no_response_count* (+ ?*no_response_count* 1))

(printout evaluation "No response to starting the engine" crlf)
(printout evaluation "TIME:  "  (- (integer (time)) ?*start_time*)

"seconds" crlf crlf)

)  ;no_response_start_engine

Rules for different tasks may contain different evaluation criteria. It depends on the designer's
conceptual model of how he/she feels the task needs to be completed.

GRAPHICAL INTERFACE FOR CLIPS

A graphical interface was created for CLIPS using the Motif toolkit. The purpose of this interface
is to provide the human evaluator a graphical means by which to use CLIPS. The main window
of GUIET is composed of two areas. The top area is used for CLIPS standard input and output,
and the bottom area displays any error or warning messages from CLIPS. These areas receive
their input from a series of CLIPS I/O router functions. The menu bar for this window provides
the following options: System, Network, CLIPS, Rules, and Facts. The system pulldown
provides functions for quitting the application and for bringing up a window for entering
participant information. The network pulldown allows the evaluator to send a selection of
messages to the server (e.g., connect and disconnect). The CLIPS pulldown supports functions
that affect the entire expert system, such as loading the evaluation rule base, resetting the expert
system to its initial settings, running, clearing, or accepting input. Debugging functions that
relate to the rules, such as watching/unwatching the rules fire or viewing/editing existing rules,
can be accessed through the rules pulldown. Debugging functions that relate to the facts in the
expert system are provided under the facts pulldown.

The user information window accessed under the system pulldown allows the evaluator to enter
data relevant to the current participant and system being evaluated. The top section of this
window displays the expert system's evaluations. There is an I/O router which handles the
display for the evaluation window and is accessed through the printout statement within the
rules. The bottom area is a text area in which the evaluator can enter comments or observations
about the participant's session. The window provides options for saving, printing, and cancelling
information.
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CONCLUSION

The rule-based design of conceptual models enables the iterative process of design and
evaluation to proceed more efficiently. A designer can specify user performance criteria prior to
evaluation, and the system can automatically evaluate the human computer interaction based on
the criteria previously specified. In order to evaluate the system which has been designed, a study
is being planned which will evaluate user performance (using the rule based system developed)
using a good interface and a bad interface. The hypothesis is that the good interface will produce
more user responses at the expert level, and the bad interface will produce less acceptable
responses.
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ABSTRACT

Many CLIPS rule-bases contain one or more rule groups that perform classification. In this paper
we describe CLIPS-Induce, an automated system for the creation of a CLIPS classification rule-
base from a set of test cases. CLIPS-Induce consists of two components, a decision tree induction
component and a CLIPS production extraction component. ID3 [1], a popular decision tree
induction algorithm, is used to induce a decision tree from the test cases. CLIPS production
extraction is accomplished through a top-down traversal of the decision tree. Nodes of the tree
are used to construct query rules, and branches of the tree are used to construct classification
rules. The learned CLIPS productions may easily be incorporated into a large CLIPS system that
perform tasks such as accessing a database or displaying information.

INTRODUCTION

Many CLIPS rule-bases contain one or more rule groups that perform classification. In this paper
we describe CLIPS-Induce, an automated system for the creation of a CLIPS classification rule-
base from a set of test cases. The rule-base created by CLIPS-Induce consists of two sets of rules,
a set of user query rules to ask the user for any missing information necessary to perform
classification, and a set of classification rules that is used to make the classification.

In the remainder of the paper, a detailed description of CLIPS-Induce and ID3 will be presented,
followed by an analysis of CLIPS-Induce and list of potential extensions.

DESCRIPTION

In this section a description of CLIPS-Induce will be given, along with an example of its usage
on a real-world problem, the Space Shuttle Landing Control problem. The goal of this
classification problem is to determine whether the space shuttle should be landed manually or
automatically.

CLIPS-Induce takes as input a set of test cases and returns two sets of CLIPS rules that perform
user querying and classification. Each case is described in terms of a set of feature-value pairs.
The same set of features is used for each case. An example case for the shuttle problem is given
in Table 1.

• Landing = manual

• Stability = stab

•  Error = mm

• Sign = nn

• Wind = tail
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• Magnitude = OutOfRange

• Visibility = yes

Table 1. Example case from shuttle problem.

One feature is identified as the feature to be predicted given the values of the other features. For
the shuttle problem, the feature Landing is to be predicted in terms of the features Stability,
Error, Sign, Wind, Magnitude and Visibility.

[Figure Deleted]

Figure 1. Decision tree constructed by ID3 using the shuttle cases.

[Figure Deleted]

Figure 2. CLIPS-Induce Architecture

A decision tree is constructed from the set of cases using the decision tree construction algorithm
ID3. The tree constructed from the shuttle cases is shown in Figure 1. The decision tree is then
used to construct the user querying and classification rule sets. The basic organization for
CLIPS-Induce to presented in Figure 2.

Decision Tree Construction

A decision tree predicts the value of one feature in terms of the values of other features. The
process by which a prediction is made using a decision trees is described below.

Using the decision tree in Figure 1, the value of the feature Landing will be predicted for the
example case shown in Table 1. Starting at the top (root) of the decision tree, the value of the
feature Visibility is checked. Because the value is Yes the node at the end of the branch labeled
Yes is next tested. Since the value for the feature Stability is stab, the Error node is next checked.
Traversal of the tree continues down the not(ss) branch (because the value of Error is not ss),
across the mm branch and finally down the nn branch to the leaf labeled Manual. The value for
the Landing feature, predicted by the decision tree for this case is Manual.

ID3 is a decision tree construction algorithm that builds a decision tree consistent with a set of
cases. A high-level description of the algorithm is shown in Table 2. The tree is constructed in a
recursive top-down manner. At each step in the tree's construction, the algorithm works on the
set of cases associated with a node in the partial tree. If the cases at the node all have the same
value for the feature to be predicted, the node is made into a leaf. Otherwise, a set of tests is
evaluated to determine which test best partitions the set of cases down each branch. The metric
used to evaluate the partition made by a particular test is know as information gain (for a more
complete description of information gain and ID3, see [1]). Once a test is selected for a node, the
cases are partitioned down each branch, and the algorithm is recursively called on the cases at the
end of each branch.

function generate_dtree(cases)
if stop_splitting(cases)

return leaf_class(cases);
else

best_cost := eval_examples_cost(cases);
for all tests()

cost := eval_cost(cases,test);
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if cost < best_cost then
best_cost := cost;
best_test := test;

for all case_partitions(cases,best_test)
branches := branches ∪{generate-dtree(case_partition)};

return (best_test,branches);

Table 2. ID3 Decision Tree Construction Algorithm.

There are three types of tests that are used by CLIPS-Induce to construct decision trees:

1. Two branch feature = value test: One branch for feature = value and a second branch for
feature ≠ value.

2. Multi-branch feature = value test: A branch for each of the values that feature has.

3. Two branch feature > value test: One branch for feature > value and a second branch for
feature ≤ value.

The first and second test types are used for nominal-valued features, e.g. color. Whereas the third
test type is used for features with real or ordered values, e.g. age or size.

Rule Generation

The first step in rule generation is to generate the user query rules. The purpose of each user
query rule is to ask the user for the value of a particular feature. The user-defined function used
to ask the actual questions is shown below.

(deffunction ask-question (?question)
(format t "%s " ?question)
(read))

The query rules are generated such that they only fire when the value for a particular feature is
needed and not already available. If, for example, the values for certain features were asserted
before execution of the classification rules began, query rules for those features would never fire.
Typically, user query rules and classification rules fire in an interleaved manner.

User query rules are generated via a pre-order traversal of the tree. During the traversal, each
internal node of the tree is associated with a unique identifier that is used to identify the act of
having visited that node during rule execution. An example user query rule, for the Sign node in
Figure 1, is shown below.

(defrule sign-query-g773
(node node8)
(not (feature sign ?value))
=>
(bind ?answer (ask-question "What is the value of feature sign?"))
(assert (feature sign ?answer)))

The second step in rule generation is to generate the classification rules. The purpose of the
classification rules is to traverse the decision tree along a path from the root of the tree to a leaf.
Upon reaching the leaf, the value for the feature to be predicted is asserted to the fact-list.
Whereas query rules are associated with internal nodes in the decision tree, classification rules
are associated with branches in the tree. The two rules for the branches from the Sign node in
Figure 1, are shown in Table 3.
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The Sign node is identified as node8. If the value for feature Sign is pp, than (node node9) will be
asserted by the first rule. Node9 is associated with the Magnitude node. If the value for Sign were
instead nn, the value manual for the predicted feature Landing would be asserted by the second
rule. In the later case, because no new (node ...) fact is asserted, execution of the user query and
classification rules halts.

(defrule node8-sign-pp
?n <- (node node8)
(feature sign pp)
=>
(retract ?n)
(assert (node node9)))

(defrule node8-sign-nn
?n <- (node node8)
(feature sign nn)
=>
(retract ?n)
(assert (feature landing manual)))

Table 3. Example classification rules.

ANALYSIS

The first issue to be concerned with in using the CLIPS-Induce, is the time savings relative to
generating the rules by hand. For the shuttle problem, the 25 rules were generated from a set of
277 cases in only a few seconds. For another problem that deals with predicting lymph node
cancer, 87 rules were generated in less than a minute. Other problems have been observed to
generate rule-bases with as many as 500 rules in very reasonable amounts of time. Given that a
set of test cases is available, CLIPS-Induce can save a great deal of time.

The second issue concerns the accuracy of the induced rules on new cases. This concern has been
addressed by the area of machine learning where a great deal of research has been done on the
induction of decision trees from cases. Specifically, ID3 has been empirically shown to do well
at generating decision trees that are accurate on unseen cases. For example, Figure 3 shows a
learning curve for the shuttle problem. Learning curves show the accuracy of a model (a decision
tree) on unseen cases, as a function of the number of cases used to generate the model. For the
shuttle problem, when only 10% of the 277 cases were used to generate the decision trees, the
accuracy on the remaining 90% of the cases is approximately 92%. As the proportion of cases
increases, the accuracy of the constructed decision trees increases.

The third and final issue concerns the availability of a sufficient numbers of cases needed to
induce an accurate set of rules (from Figure 3, the fewer the number of cases, the less accurate is
the induced decision tree). In answer to this concern, even if there are only a small number of
cases for a problem, the rule-base generated by CLIPS-Induce can be used as a starting point for
a domain expert.

[Figure Deleted]

Figure 3. Average accuracy of decision trees as a function of the proportion
of the 277 cases used to construct the decision trees. The accuracy of each

decision tree is based on the cases not used to construct the tree.
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EXTENSIONS

One of the ways that CLIPS-Induce could be extended would be to take advantage of ID3's
approach for dealing with missing feature values. Currently, the rule-bases, generated by CLIPS-
Induce, halt when the user cannot enter a value for a required feature. The only drawback to
extending CLIPS-Induce in this manner, is the increased complexity and reduced
understandability of the generated rules.

Another enhancement to CLIPS-Induce would be to use a more sophisticated ask-question
function. User-query rules could be generated that also pass the set of allowable values or value
type to the ask-question function. The extra argument could provide constraints on the allowable
responses made by the user.

The third extension to CLIPS-Induce would be to allow interactive creation of decision trees. It is
often the case that an expert in the field has knowledge that could help in forming a more
accurate and more understandable decision tree.

CONCLUSION

In this paper, CLIPS-Induce, a Common Lisp application that induces a CLIPS classification
rule-base from a set of test cases, is described. Given a set of test cases, described in terms of a
fixed set of features, a decision tree is constructed using the decision tree construction algorithm,
ID3. From the decision tree, two sets of rules are extracted. One set of rules, the user query rules,
ask the user for the values of features needed to make a classification. The other set of rules, the
classification rules, simulate a traversal of the decision tree in order to make the prediction that
the decision tree would make. The rule-base formed by CLIPS-Induce can easily be embedded in
rule-bases that need classification rule groups.
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ABSTRACT

This paper describes CLIPS-R, a theory revision system for the revision of CLIPS rule-bases.
CLIPS-R may be used for a variety of knowledge-base revision tasks, such as refining a
prototype system, adapting an existing system to slightly different operating conditions, or
improving an operational system that makes occasional errors. We present a description of how
CLIPS-R revises rule-bases, and an evaluation of the system on three rule-bases.

INTRODUCTION

Considerable progress has been made in the last few years in the subfield of machine learning
known as theory revision, e.g. [1,2,3]. The general goal of this area is to create learning models
that can automatically update the knowledge base of a system to be more accurate on a set of test
cases. Unfortunately, this progress has not yet been put into common practice. An important
reason for the absence of technology transition is that only a restricted form of knowledge bases
have been addressed. In particular, only the revision of logical knowledge bases that perform
classification tasks with backward chaining rules [4] has been explored. However, nearly all
deployed knowledge-based systems make use of forward-chaining production rules with side
effects. For example, two of the knowledge-based systems reported on at the 1993 Innovative
Applications of Artificial Intelligence use CLIPS. The remainder of the knowledge-based
systems use ART, a commercial expert system that has many of the same features as CLIPS.

There are a variety of practical reasons why the production rule formalism is preferred to the
logical rule formalism in deployed expert systems. First, production rules are suitable for a
variety of reasoning tasks, such as planning, design and scheduling in addition to classification
tasks that are addressed by logical rules. Second, most deployed knowledge-based systems must
perform a variety of computational activities such as interacting with external databases or
printing reports in addition to the “reasoning” tasks. The production system formalism allows
such procedural tasks to be easily combined with the reasoning tasks. Third, the production rule
systems tend to be computationally more efficient. The production systems allow the knowledge
engineer to have more influence over the flow of control in the systems allowing the
performance to be fine tuned. Whereas in a logical system, the rules indicate what inferences are
valid, in a production system, the rules indicate both which inferences are valid and which
inferences should be made at a particular point.

The revision of CLIPS rule-bases presents a number of challenging problems that have not been
addressed in previous research on theory revision. In particular, rules can retract facts from
working memory, display information, and request user input. New opportunities to take
advantage of additional sources of information also accompany these new problems. For
example, a user might provide information that a certain item that was displayed should not have
been, or that information is displayed in the wrong order.
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In the remainder of this paper, we give an overview description of CLIPS-R, a system for
revising CLIPS rule-bases and an evaluation of CLIPS-R on three rule-bases.

DESCRIPTION

CLIPS-R has an iterative refinement control structure (see Figure 1). The system takes as input a
rule-base and a set of instances that define constraints on the correct execution of the rules in the
rule-base. While there are unsatisfied constraints CLIPS-R heuristically identifies a subset of
similar instances as problem instances (instances with many unsatisfied constraints). Using the
problem instances, a set of potential repairs to the rule-base are heuristically identified. Each of
these repairs is used to temporarily modify the rule-base, with each modified rule-base evaluated
over all instances. The repair that improves the rule-base most is used to permanently modify the
rule-base. If no repair can increase the evaluation of the rule-base, than the addition of a new rule
through rule induction is attempted. If rule induction cannot generate a rule that can improve the
evaluation of the rule-base, the revision process halts and the latest rule-base is returned. The
process of modification and rule induction continues until all constraints are satisfied or until no
progress is made.

[Figure Deleted]

Figure 1. System Organization.

Instances

Each instance has two components: initial state information and constraints on the execution of
the rule-base given the initial state. The initial state information consists of a set of initial facts to
be loaded into the fact-list before execution of the rule-base, and a set of bindings that relate
input function calls to their return values. From the automobile diagnosis rule-base, the function
ask-question with argument “What is the surface state of the points?” may return “burned” for
one instance and “contaminated” for another instance. The set of constraints on the execution of
the rule-base includes constraints on the contents of the final fact-list (the final fact-list is the
fact-list when execution of the rule-base halts), and constraints on the ordering of observable
actions such as displaying data or asking the user questions.

Rule-Base Evaluation

The metric used to evaluate of the rule-base (relative to a set of instances) is the mean error rate
across all instances. The error rate for an instance is the percentage of constraints unsatisfied by
the execution of the rule-base. An instance is executed in the following manner.

• Reset the rule-base.

• Assert any initial facts.

• Associate bindings with user-defined functions.

• Execute the rule-base until either the agenda is empty or until a user-defined rule
execution limit is reached.

During execution of the rule-base for a particular instance, trace information is recorded that is
used to determine how many of the constraints associated with the instance are unsatisfied.
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Repair Operators

The set of potential repairs to a rule-base are, LHS specialization and generalization (the addition
and deletion of conditional elements to the LHS of a rule), action promotion and demotion (the
decrease and increase of the embeddedness of an action within if-than-else function, salience
modification, assert and retract addition and deletion, observable action modification, rule
deletion and rule induction.

Repair Identification

Below is a brief example of how repairs for a particular problem instance are identified. For a
more thorough description of these and other aspects of CLIPS-R, see [5]. Assume a problem
instance is identified that has an error because the final fact-list contains the extra fact (repair
"add gas''). The heuristics that suggested repairs for an
extra fact are described below.

• The action within the rule that asserted this fact should be deleted.

• Add a retract for the fact to a previously fired rule.

• For each unfired rule in the rule-base that has a retract that could retract this fact,
identify repairs that would allow that rule to fire.

• Identify repairs that could cause the rule that asserted the fact to not fire.

EMPIRICAL ANALYSIS

A series of experiments were designed to analyze various characteristics of CLIPS-R. With the
first rule-base, automobile diagnosis (distributed with CLIPS), we perform experiments to
determine how well CLIPS-R does at increasing the accuracy of randomly mutated rule-bases.
For the second domain, we deal with the nematode identification rule-base. With this rule-base,
we show how CLIPS-R can be used to extend a rule-base to handle new cases. For the final rule-
base, student loan [2], a problem translated from PROLOG to CLIPS, we chow that CLIPS-R is
competitive with an existing revision system, FOCL-FRONTIER [6], that is designed to revise
the Horn clause rule-bases.

Automobile Diagnosis Rule-Base

The auto diagnosis rule-base is a rule-base of 15 rules. It is an expert system that prints out an
introductory message, asks a series of questions of the user, and prints out a concluding message
including the predicted diagnosis.

Cases were generated from 258 combinations of responses to the user query function. Each
instance consisted of a set of answers for each invocation of the query function as initial state
information, a single constraint on the final fact-list and an ordering constraint for the sequence
of printout actions. The target constraint for each instance was a positive constraint for a repair
fact, e.g. (repair “Replace the points'').

Execution of an instance for the auto diagnosis rule-base consisted of clearing the fact-list,
setting the bindings that determine the return values for each function call instance (to simulate
user input for the user query function) and executing the rule-base to completion. The bindings
that associate function calls to their return values allowed an otherwise interactive rule-base to be
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run in batch mode. This is necessary because no user would be willing to answer the same
questions for 50 instances on different variations of the rule-base.

The experiments performed using the auto diagnosis rule-base were designed to determine how
well CLIPS-R could do at revising mutated versions of the correct rule-base. Mutations consisted
of extra, missing or incorrect conditional elements or actions and incorrect rule salience values.
Two sets of 20 mutated rule-bases were randomly generated with one set of rule-bases having
only a single mutation and the other set having three mutations per rule-base. Each mutated rule-
base was revised using a random set of 50 training instances. The remaining instances were used
for testing. Figure 2 contains a scatter plot showing the initial error of each mutated rule-base and
the final error after revision of the rule-base.

[Figure Deleted]

Figure 2. Target Error After Revision as a function of Target Error Before

An analysis of the scatter plots in Figure 2 shows that, for the most part, CLIPS-R is able to
reduce the error rates of the mutated rule-bases (points below the diagonal indicate a decrease in
error). For one mutation, the average rule-base error was 11.2% before learning and 0.7% after
learning. With three mutations, the error before learning was 28.0% and after learning it was
7.2%.

Nematode Identification Rule-Base

The second rule-base, nematode identification (a nematode is a class or phylum of worm), has 93
rules. The intent in presenting this rule-base, is show an example of how CLIPS-R can be used to
extend a classification rule-base to handle new cases. The basic requirements for this problem are
a rule-base, a set of cases that the rule-base correctly classifies, and a set of cases that are not
correctly classified by the rule-base.

For the nematode rule-base, because no cases were provided with the original rule-base, a set of
50 cases were generated by interactively running the rule-base over different responses to the
user query function. In order to simulate a rule-base that is in need of extension, two errors were
introduced into the rule-base. Specifically, one rule was deleted (a rule that would normally
assert the classification for two of the 50 cases), and a second rule was changed, so that it fired
and asserted an incorrect classification for the two cases no longer classified by the deleted rule,
see Table 1. The two cases that are misclassified by the mutated rule-base, are the cases that
CLIPS-R needs to extend the rule-base to cover.

(defrule Pratylenchus
?f1 <- (esophagus-glands-overlap-intestine ventrally)
?f2 <- (ovary 1)
=>
(retract ?f1)
(retract ?f2)
(assert (nematode pratylenchus))
(assert (id-criteria "1. esophagus glands overlap intestine ventrally."
                     "2. ovary 1."
                     "3. head-shape low and flat.")))

(a) Deleted rule.

(defrule Hirshmanniella
?f1 <- (esophagus-glands-overlap-intestine ventrally)
;;; ?f2 <- (ovary 2)
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=>
(retract ?f1)
;;; (retract ?f2)
(assert (nematode hirshmanniella))
(assert (id-criteria "1. esophagus glands overlap intestine ventrally."
                     "2. ovary 2."

   "3. head-shape low and flat.")))

(b) Rule with deleted conditional element (ovary 2) and retract.

Table 1. Mutated Rules.

When provided with the set of 50 cases and the mutated rule-base, CLIPS-R extends the rule-
base to handle the new cases as follows. First, the two misclassified cases are identified by
CLIPS-R as the problem cases. Second a set of repairs are identified and evaluated over all 50
cases. After completing the evaluations the repair that specialized the rule Hirshmanniella to
include (ovary 2) as a conditional element is selected as the best repair because it is the repair
that most decreased the error rate over all 50 cases. Upon permanently adding (ovary 2) to the
rule Hirshmanniella, the two cases, previously misclassified, are unclassified by the revised rule-
base. After completion of a second set of repair evaluations with no success at reducing error
rate, rule induction is successfully used to fix the unclassified cases, see Table 2.

(defrule G123091
(esophagus-glands-overlap-intestine ventrally)
(ovary 1)
=>
(assert (nema-id pratylenchus)))

(a) New rule.

(defrule Hirshmanniella
?f1 <- (esophagus-glands-overlap-intestine ventrally)
(ovary 2)
=>
(retract ?f1)
(assert (nematode hirshmanniella))
(assert (id-criteria "1. esophagus glands overlap intestine ventrally."

"2. ovary 2."
"3. head-shape low and flat.")))

(b) Revised rule with conditional element (ovary 2) added.

Table 2. Revised Rules.

Note the difference between the original rules shown in Table 1 and the revisions of the mutated
rules shown in Table 2. The revised Hirshmanniella rule differs from the original rule by the
absence of a retract for the fact matching the (ovary 2) conditional element. The set of 50 test
cases were insufficient to recognize that a retract was missing. A similar problem is true for the
induced rule G123091. This rule was was added by CLIPS-R to take the place of the the deleted
rule Pratylenchus. While this rule asserts a classification that is correct with respect to the test
cases, (nema-id pratylenchus), it is not quite the same assertion made by the deleted rule,
(nematode pratylenchus) (if (nematode pratylenchus) had been asserted by G123091, it would
later be replaced by the fact (nema-id pratylenchus)). In short, the results of this experiment
highlight the need for a comprehensive library of test cases.
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Student Loan Rule-Base

In the original form, the student loan domain consists of a set of nine rules (represented as Horn
clauses) and a set of 1000 cases. The rule-base contains four errors (an extra literal, a missing
literal, an extra clause and a missing clause). The initial theory has an error of 21.6%. In order to
use this rule-base with CLIPS-R, the nine Horn clause rules were converted into nine production
rules, each with a single assert action. Multiple clauses in the Horn clause rules were converted
to a disjunction of conjuncts within a CLIPS production rule.

Execution of a case for the student loan rule-base consisted of asserting into an empty fact-list a
set of facts specific to the case and then executing the rule-base to completion. All results for the
following experiments are averages of 20 runs. All cases not used for training are used for
testing.

Num. Cases FOCL % Error CLIPS-R % Error
25 11.8 12.6
50 5.8 3.0
75 2.8 2.1

Table 3. A Comparison of FOCL-FRONTIER and CLIPS-R.

The experiment performed was to determine how well CLIPS-R performed at revising the rule-
base relative to FOCL-FRONTIER. Table 3 shows that the error rate is competitive with that of
FOCL-FRONTIER on this problem. Only with 50 training examples is the difference in error
significant (p $<$ .05).

FUTURE WORK

CLIPS-R is still in its infancy and we expect many of the details of the individual operators and
heuristics to change as this work matures. Future directions include solutions to the issues that
arose when revising the nematode rule, e.g. a better language for representing constraints on the
correct execution of the rule-base, and the use of rule clustering, rule-models and rule-groups to
guide the revision and induction of rules. Additional research could include a greater
understanding of the distributions of rule-base coding styles, automated rule-base understanding
systems, and revision strategies that simulate the methods by which humans manually revise
rule-bases.

CONCLUSION

We have described CLIPS-R, a theory revision system for the revision of CLIPS rule-bases.
Novel aspects of CLIPS-R include the ability to handle forward chaining theories with
“nonlogical” operations such as rule saliences and the retraction of information from working
memory. The system is organized with an iterative refinement control structure that identifies a
set of similar problematic instances, identifies repairs that can fix the errors associated with the
instances, and than evaluates each repair to identify the repair that best improves the rule-base.
CLIPS-R can take advantage of a variety of user specified constraints on the correct processing
of instances such as ordering constraints on the displaying of information, and the contents of the
final fact-list. In addition, CLIPS-R can operate as well as existing systems when the only
constraint on processing an instance is the correct classification of the instance.
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ABSTRACT

DAI-CLIPS is a distributed computational environment within which each CLIPS is an active
independent computational entity with the ability to communicate freely with other CLIPS.
Furthermore, new CLIPS can be created, others can be deleted or modify their expertise, all
dynamically in an asynchronous and independent fashion during execution. The participating
CLIPS are distributed over a network of heterogeneous processors taking full advantage of the
available processing power. We present the general framework encompassing DAI-CLIPS and
discuss some of its advantages and potential applications.

INTRODUCTION

Scenarios to be solved by Artificial Intelligence (AI) applications rapidly increase in complexity.
If we are to even allude to the enormously difficult endeavor that represents Artificial
Intelligence, very flexible, robust and powerful computational systems are going to be needed.
These programs, and the processing architecture supporting them, will have to be able to cope
with a very wide range of dynamic external demands that are simply unpredictable.

Conditions vary greatly across tasks instances and constantly dictate different accomplishment
strategies and usage of disparate sources of expertise. To be effective in such situations, fusion
must take place at many levels (information, expertise, processes, …). Maximum degree of
openness and flexibility is required of AI systems. Both hardware architecture and software
solutions must allow for scalable performance and scalable functionalities. This, in return, will
allow the matching of AI systems to the needs of the situation as well as gaining access to the
latest technological advances.

We believe that complex problems can best be solved via a pendemonium of smaller agents.
Each agent specializes in a different narrow aspect of cognition or field of knowledge [17, 18].
Emphasis is thus placed on data and application parallelism.

The computational environment presented herein integrates the simplicity, elegance and
expressiveness of the ACTOR computational model [3, 12] with the exceptional processing
power of heterogeneous distributed and parallel architectures [5]. Expressiveness is increased by
providing for disjunct or even disparate sources of expertise to cohabitate rather than trying to
integrate them. The interfacing or fusion required is achieved via message passing enabling
asynchronous exchange of knowledge (facts, rules) among agents. Agents in the present context
are effectively extended CLIPS. CLIPS is an expert system tool that was developed by NASA at
the Software Technology Branch of the Johnson Space Center [10].

DAI-CLIPS is a distributed computational environment within which each extended CLIPS is an
active independent computational entity with the ability to communicate freely with other
CLIPS. Furthermore, new CLIPS can be created, others can be deleted or modify their expertise,
all dynamically in a totally asynchronous and independent fashion during execution.
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The remainder of this text is structured as follows. Section 2 highlights the key characteristic of
the Actor computational model that influenced DAI-CLIPS and briefly describes the system
layer that constitutes the foundation of DAI-CLIPS. In section 3, we provide a description of the
conceptual framework offered by DAI-CLIPS by outlining its global functionalities. In section 4,
we provide some details about the architecture and available functions. Section 5 brushes a quick
picture of a few potential areas of research and development that could benefit from such
computational environment. Finally, sections 6 and 7 provides a discussion and our conclusions
on the subject.

THE ACTOR MODEL & CLAP

In this section we highlight some of the main characteristics of the Actor model that influenced
and characterizes DAI-CLIPS. We then present a brief description of CLAP [5, 6, 7], a system
layer based on the Actor Model, that constitute the foundation of DAI-CLIPS.

The Actor Model

A detailed description of the Actor Model can be found in [2, 13]. We will only discuss here a
few of the more salient characteristics of the model:

• Distributed. The Actor model consists of numerous independent computational entities
(actors). The actors process information concurrently, which permits the overall system
to handle the simultaneous arrival of information from different outside sources.

• Asynchronous. New information may arrive at any time, requiring actors to operate
asynchronously. Also, actors can be physically separated where distance prohibits them
from acting synchronously. Each actor has a mailbox (buffer) where messages can be
stored while waiting to be processed.

• Interactive. The Actor model is characterized by a continuous information exchange
through message passing, subject to unanticipated communication from the outside.

Thus, an actor is basically an active independent computational entity communicating freely with
other actors.

There are at least two different ways to look at the Actor model. Viewed as a system, it is
comprised of two parts: the actors and a system layer (operating/management system). From
such a point of view the actors are the only available computational entities. The system layer is
responsible to manage, create and destroy actors as required or requested. The system layer is
also responsible for ensuring message passing among actors.

Viewed as a computational entity, an actor also comprises two parts: a script, that defines the
behaviors of the actor upon receipt of a message; and a finite set of acquaintances which are the
other actors known to the actor.

CLAP

The above viewpoint duality is preserved in CLAP1. CLAP is an implementation of an extension
of the actor model that can execute on a distributed heterogeneous network of processors. The
present version of CLAP can execute over a network of SUN SPARC workstations and Alex

1 C++ Library for Actor Programming
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Informatique AVX parallel machines which are transputer based distributed memory machines
[5]. A port to HP and SGI workstations is in progress.

CLAP is an object-oriented programming environment that implements the following concepts
of the Actor model: the notion of actor, behaviors, mailbox, and parallelism at the actor level.
Further, CLAP offers the extension to the model of intra-actor parallelism.

Generally, CLAP applications will consist of many programs distributed over available
processors executing as a task under the control of the CLAP run time environment. In CLAP,
each actor is a member of a given task. It is up to the programmer to determine how many actors
there will be for any given task (although, a large number of actors in a single task could mean
the loss of potential parallelism in the application.) A scheduler controls the execution of
processes inside the tasks. Each task possesses a message server that handles message reception
for the actors in the task. Inter-processor message transmissions are handled via RPC servers.
XDR filters and type information are utilized for the encoding and decoding of these messages.
The CLAP environment is implemented in C++.

THE CONCEPTUAL FRAMEWORK

DAI-CLIPS is a distributed computational environment within which each CLIPS has been
extended to become an active independent computational entity with the ability to communicate
freely with other extended CLIPS. Furthermore, new extended CLIPS can be created, others can
be deleted or modify their expertise, all dynamically in a totally asynchronous and independent
fashion during execution.

The desirata behind DAI-CLIPS is to produce a flexible development tool that captures the
essence of the “aggregate of micro agents'“ thesis supported by many in the study of
Computational Intelligence and Cybernetic [12, 17, 18]. The underlying thesis being to have
“micro agents,” in our case complete CLIPS, specialized in different very narrow aspects of
cognition or fields of knowledge2. As they go about their tasks, these micro-agents confer with
each other and form coalitions producing collated, revised enhanced views of the raw data they
take in. These coalitions and their mechanism implement various cognitive processes leading to
the successful resolution of the problem.

D.A.I.

The three highlighted characteristics of the Actor model in the previous section, namely
distributed, asynchronous and interactive, are at the basis of the conceptual framework for DAI-
CLIPS. The augmented CLIPS participating in the environment are completely encapsulated and
independent allowing their distribution at both the software and hardware level. Meaning that not
only can the CLIPS execute in parallel but they can also be physically distributed over the
network of available processors. Our present version of DAI-CLIPS can have participating
CLIPS distributed over a network of SPARC workstations and/or the nodes of a transputer based
distributed memory parallel machine. The interaction among the CLIPS is asynchronous
(synchronicity can be imposed when required). The interchange of knowledge between these
extended CLIPS can involve exchanging facts, rules, and any other CLIPS data object or
functionality.

2 Expert Systems excel under these domain constraints.
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Cooperation

The DAI-CLIPS environment is conducive of cooperation among a set of independent CLIPS.
We regard as cooperation any exchange of knowledge among CLIPS whether productive or not.

There is a priori no pre-defined notion of an organizational structure among the CLIPS in DAI-
CLIPS. Any desired type of organization ( e.g. hierarchy, free market, assembly line, task force,
etc.) can be achieved by providing each CLIPS the appropriate knowledge of the structure and
the mechanism or protocol to achieve it.

The broad definition of cooperation and the inexistence of pre-defined organizational structures
in DAI-CLIPS were conscious initial choices. We wanted to maintain the highest flexibility
possible for the environment in this first incarnation. We are contemplating the introduction of
mechanisms to DAI-CLIPS to ease the elaboration of specific types of organizations based on the
premise of groups or aggregates. The aim of these efforts is to capture the recursive notion of
agency.

Dynamic Creation

A powerful capability of DAI-CLIPS is the possibility of dynamically generating or destroying
participating CLIPS at run time. The generation of new CLIPS can involve introducing a new
expertise or simply cloning an existing participant. When generating a new CLIPS, one can
specify which expertise the CLIPS is to possess by indicating the appropriate knowledge base(s)
to be loaded in the CLIPS at creation. This functionality has enormous potentials that we have
yet to completely explore.

THE ARCHITECTURE

The general framework encompassing DAI-CLIPS can be viewed as four layers: the hardware
layer, the system layer, the agent layer, and the application layer (see figure 1). The hardware
layer consists of a set of nodes (available processors) on the network (SPARCs and transputers).
The system layer (CLAP) is responsible to manage, create and destroy the processes required or
requested from the above agent layer as well as managing inter-agent communications. The agent
layer provides a series of functionalities to implement various cognitive processes via coalitions
and organization mechanisms for a series of specialized micro-agents (DAI-CLIPS). Finally, the
application layer provides interfacing services and captures and implements the user's
conceptualization of the targeted domain. Such conceptualization usually involves the universe
of discourse or set of objects presumed in the domain, a set of functions on the universe of
discourse, and a set of relations on the universe of discourse [9].

[Figure Deleted]

Figure 1. The conceptual framework.

Within this general framework, an application designer can directly access and manipulate any of
the four layers of the environment. This provides the designer with the flexibility of manipulating
objects at the level of abstraction he is more at ease with. For example, a more advanced
application designer could seek efficiency in his particular application by manipulating objects
all the way down to the system layer level, where someone else may be quite content of the
functionalities provided at the top layer.
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Design

In the present version of the environment, each augmented CLIPS is associated with a CLAP
actor. These actors are loaded on different available processing nodes according to the load of the
nodes. To each augmented CLIPS is connected an interface which provides access to the
individual standard command loops of the CLIPS. An initial knowledge base is loaded in each
CLIPS (see figure 2). Note that it is possible for two CLIPS to be uploaded with the same initial
knowledge base or for a CLIPS to upload a supplementary knowledge base at run time.

[Figure Deleted]

Figure 2. Surrounding environment of DAI-CLIPS.

Implementation

In this section we enumerate some of the functions specific to DAI-CLIPS and describe their
respective use and functionality. The list is not exhaustive3, rather the intent here is to present
some of the main functions which can be used directly by the user.

• create-agent

Purpose: Creates a named agent without expertise.

Synopsis: (create-agent <string-or-symbol-agent-name>)

Behavior: The agent <string-or-symbol-agent-name> is created.

• destroy-agent

Purpose: Destroys a named agent.

Synopsis: destroy-agent <string-or-symbol-agent-name>)

Behavior: The agent <string-or-symbol-agent-name> is destroyed.

• send-fact-agent

Purpose: Asserts a run-time fact in a named agent.

Synopsis: send-fact-agent <string-or-symbol-agent-name> <string>)

Behavior: The fact <string> is asserted in the agent <string-or-symbol-agent-name> who
then executes.

• send-deffact-agent

Purpose: Defines a persistent fact in a named agent.

Synopsis: (send-deffact-agent <string-or-symbol-agent-name> <symbol-deffact-name>)

3 Due to restricted space in this article.
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Behavior: The fact <symbol-deffact-name> is permanently asserted in the agent <string-
or-symbol-agent-name> who then executes.

• send-defglobal-agent

Purpose: Defines a global variable in a named agent.

Synopsis: (send-defglobal-agent <string-or-symbol-agent-name> <symbol-defglobal-
name>)

Behavior: The global variable <symbol-defglobal-name> is defined in the agent <string-
or-symbol-agent-name> who then executes.

• send-defrule-agent

Purpose: Defines a rule in a named agent.

Synopsis: (send-defrule-agent <string-or-symbol-agent-name> <symbol-defrule-name>)

Behavior: The rule <symbol-defrule-name> is added in the expertise of agent <string-or-
symbol-agent-name> who then executes.

• send-deftemplate-agent

Purpose: Defines a template in a named agent.

Synopsis: (send-deftemplate-agent <string-or-symbol-agent-name> <symbol-
deftemplate-name>)

Behavior: The template <symbol-deftemplate-name> is added in the expertise of agent
<string-or-symbol-agent-name> who then executes.

• load-for-agent

Purpose: Send a message to a named agent ordering him to load a specific expertise
from a named file.

Synopsis: (load-for-agent <string-or-symbol-agent-name> <file-name>)

Behavior: The agent <string-or-symbol-agent-name> possesses the expertise specified in
<file-name>.}

POTENTIAL AREAS OF APPLICATIONS

DAI-CLIPS provides an environment with a varying number of autonomous knowledge based
systems (expert-systems) that can exchange knowledge asynchronously. Such organizations of
interconnected and independent computational systems are what Hewit calls Open Systems4

[14]. We thus refer to DAI-CLIPS as an Open Knowledge Based Environment or Open KBE for
short. The potential areas of research and development that could benefit from such a
computational environment are considerable.

4 The term “open system” being an overloaded term, we specifically refer to Hewit's definition of open systems
within the context of this article.
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Distributed Artificial Intelligence

The first such area that comes to mind is that of Distributed Artificial Intelligence (DAI) [3, 8,
15]. The facilities available in DAI-CLIPS to support interaction between “intelligent” agents
make it a flexible tool for DAI applications and research. In comparison with some existing DAI
test beds, DAI-CLIPS: does not impose a specific control architecture such as the blackboard in
GBB [4]; does not restrict agents to a specific set of operators as in TRUCKWORLD; and is not
a domain specific simulator as in PHOENIX [11]. The most closely related work is SOCIAL
CLIPS [1]. The major difference with SOCIAL CLIPS is DAI-CLIPS' dynamic creation and
destruction of participating CLIPS at run time.

There are a priori no predefined domain of application for DAI-CLIPS. A designer is free to
specialize his agents in the domain of his/her choice. Further, the agents can be heterogeneous in
their speciality (expertise) within a single application. The only imposed commonality in DAI-
CLIPS is the use of the extended CLIPS shell. The added power provided by the dynamic
creation/destruction of agents within DAI-CLIPS is the source of the potential area of application
proposed in the next section.

Evolutionary Computing

The principle behind evolutionary computing is that of population control [16]. That is ensuring
that the population is not allowed to grow indefinitely by selectively curtailing it. This population
control is carried out by creative and destructive processes guided by natural selection principles.
The destructive process examines the current generation (population) and curtails it by
destroying its weakest members (usually those with the lowest values from some predefined
fitness measure). The creative process introduces a new generation created from the survivors of
the destructive process. The expected result is that of a better fit or optimum population.

Given DAI-CLIPS capability of dynamically creating and destroying participating CLIPS at run-
time, one can begin to explore the potential of coarse grain evolutionary computing. That is,
applying evolutionary computing principles to a population of “agents” or expert systems in
order to optain a population of expert systems that selectively better perform on a global task in
accordance with some selected fitness measure. The creative and destructive processes could be
carried out by two independent agents. One agent evaluating the agents of the population and
destroying those that do not perform as expected (destructive process), another, either bringing
together the expertise of two fit agents into a newly created expert or simply cloning a fit agent
(creative process). We will refer to this approach as a disembodied genetic mechanism.
Alternatively, the agents of a population could themselves possess “genetic knowledge” that
would lead to self-evaluation. Based on the knowledge of its own fitness, an agent could then
decide to terminate operations or to seek an appropriate agent for procreation (via mutation,
crossover, etc.). This embodied genetic mechanism could take place based on some pre-
determined evolution cycle. Note that both the embodied and disembodied genetic mechanisms
can take place continuously and in totally asynchronous fashion.

DISCUSSION

Open KBEs such as the one presented herein have considerable advantages:

• they allow independent systems to cooperate in solving problems;

• they allow disparate participant systems to share expertise;
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• they allow for the presence of incoherent information among participant systems, no
need for global consistency;

• they provide for participant systems to work in parallel on common problems;

• participant systems can be distributed physically to make ultimate use of the available
processing power;

• asynchronous communication ensures very remote chances of deadlock;

• fault tolerance is easy to implement via system redundancy;

• participant systems can be developed and implemented independently and modularly;

• participant system are reusable in other applications;

and many others.

By choice, DAI-CLIPS has one limitation with respect to Open KBE: the participant systems are
limited to CLIPS based systems. In fact, the general framework encompassing DAI-CLIPS can
easily be extended to allow heterogeneous applications (e.g. other ES shells, Data Bases,
Procedural applications) to participate through the use of a common formal language for the
interchange of knowledge among disparate computer programs such as Knowledge Interface
Format (KIF) and the use of a common message format and message-handling protocol such as
the Knowledge Query and Manipulation Language (KQML). The use and adherance to these two
upcoming standards from the DARPA Knowledge Sharing Initiative can assure that any
incompatibility in the paticipant systems' underlying models for representing data, knowledge
and commands can be ironed out to attain the desired higher level of openness.

DAI-CLIPS and its encompassing environment will be the source of more research and
enhancements. We are presently putting the final touch to a second version of DAI-CLIPS that
implements the notion of multiple behaviors from the Actor model. That is, the capability of an
agent to change its behavior in order to process the next message. Effectively, a CLIPS shell will
possess different expertise and will “context switch” to make use of the appropriate knowledge to
process the received message.

CONCLUSION

We introduced DAI-CLIPS, a distributed computational environment within which each CLIPS
is an active independent computational entity communicating freely with other CLIPS. Open
KBEs such as this one have many advantages, in particular, they allow for scalable performance
and scalable functionalities at both the hardware and the software level. The potential
applications of such environments are considerable. The unique power of dynamic creation and
destruction of DAI-CLIPS could lead to new forms of “intelligent” evolutionary systems.
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ABSTRACT

A parallel version of CLIPS 5.1 has been developed to run on Intel Hypercubes. The user
interface is the same as that for CLIPS with some added commands to allow for parallel calls. A
complete version of CLIPS runs on each node of the hypercube. The system has been
instrumented to display the time spent in the match, recognize, and act cycles on each node. Only
rule-level parallelism is supported. Parallel commands enable the assertion and retraction of facts
to/from remote nodes working memory.

Parallel CLIPS was used to implement a knowledge-based command, control, communications,
and intelligence (C3I) system to demonstrate the fusion of high-level, disparate sources. We
discuss the nature of the information fusion problem, our approach, and implementation. Parallel
CLIPS has also been used to run several benchmark parallel knowledge bases such as one to set
up a cafeteria. Results shown from running Parallel CLIPS with parallel knowledge base
partitions indicate that significant speed increases, including superlinear in some cases, are
possible.

INTRODUCTION

Parallel CLIPS (PCLIPS) is a rule-level parallelization of the CLIPS 5.1 expert system tool. The
concentration on rule-level parallelism allows the developed system to run effectively on current
multiple instruction multiple data (MIMD) machines. PCLIPS has been tested on an Intel
Hypercube iPSC-2/386 and I860. Our approach bears similarities in focus to research discussed
in [12, 6, 7].

In this paper, we will show an example where the match bottleneck for production systems [1, 3]
is eased by utilizing rule-level parallelism. The example involves setting up a cafeteria for
different functions and is indicative of the possibilities of performance improvement with
PCLIPS [13]. A second example of a battle management expert system provides a perspective to
real world applications in PCLIPS.

The rest of the paper consists of a description of PCLIPS, a section describing the knowledge
bases (and parallelization approaches) of the examples and speed-up results from running them
using PCLIPS, and a summary of experiences with parallel CLIPS.

1 This research partially supported by a grant from Honeywell and a grant from the Software section of the Florida
High Technology and Research Council.
2 Also at Graduate Programs in Software, University of St. Thomas, 2115 Summit Ave PO 4314, St. Paul, MN
55105, bhbennett@stthomas.edu.
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THE PCLIPS SYSTEM

Based on experience with an early prototype, the design of the PCLIPS user interface models that
of CLIPS as much as possible. A small extension to the syntax is used to allow the user to access
working memory on each node, add/retract facts or rules to specific nodes, etc. For example, a
load command with four processors allocated now takes the form: (0 1, load “cafe”) and (, load
“cafe”). The first command will load files cafe0 to node 0 and cafe1 to node 1, and the second
command loads files cafe0, cafe1, cafe2, and cafe3 onto nodes 0, 1, 2 and 3. Other commands
operate in the same way with (2, facts) bringing in the facts from node 2 and (3 7, rules) causing
the rules from processors 3 and 7 to be displayed.

After rule firing is complete in PCLIPS, the amount of time spent by each node in the match,
recognize, and act cycles is displayed. The amounts of time are given as percentages of the
overall time, which is also displayed. Sequential timings are obtained from running PCLIPS on
one node.

A complete version of CLIPS 5.1 enhanced with three parallel operations, xassert, xretract and
mxsend, runs on each of the nodes and the host of an iPSC2 hypercube. The host node
automatically configures each of the allocated nodes without user intervention when PCLIPS is
invoked. The xassert command simply asserts a fact from one node to a remote node’s working
memory. For example, (xassert 3 (example fact)) makes its assertion into the working memory of
node 3. The general form is (xassert node_number fact_to_assert). To retract a fact from a
remote working memory use (xretract node_number fact_to_retract). Both operations build a
message and cause it to be sent by the hypercube operating system. Neither command depends
upon a specific message passing hardware or software mechanism.

Long messages can take less time to send than many short messages on Intel Hypercubes [2, 8]
so mxsend() provides the user with the capability of asserting and/or retracting multiple facts
into/from one processor to another processor. The syntax of the function is as follows: (mxsend
node_numbers). Mxsend() needs a sequence of calls in order for it to work as desired. The first
step in correctly building a message to be used by mxsend() is to call the function clear_fact().
The syntax for this function is as follows: (clear_fact). This function simply resets the buffer
used by mxsend() to the ‘~’ character. This character is necessary for a receiving processor to
recognize the received message was sent by using mxsend(). The second step is to actually build
the message to be sent. In order to do this, a sequence of calls to the function buildfact() should
be performed. The syntax of buildfact() is as follows: (buildfact action fact). There are four
possible values for the action variable. They are ‘0’, ‘1’, ‘retract’, and ‘assert’. The ‘0’ flag and
‘retract’ will both cause the building of a message to retract a fact (this is done by inserting a ‘$’
character in the message buffer followed by fact), and ‘1’ and ‘assert’ will both cause the
building of a message to assert fact (this is done by inserting a ‘#’ character in the message buffer
followed by fact). If the following sequence of calls is performed, (buildfact assert Hello World)
(buildfact retract PARCLIPS is fun) (buildfact assert Go Bulls!!!) (buildfact assert Save the
Earth) the following string will be created: “~#Hello World$PARCLIPS is fun#Go Bulls!!!#Save
the Earth” Finally, the function mxsend() can be called. Mxsend() will send the message built to
the specified processors so that the message will be processed by the receiving processors. The
call (mxsend 10 11 12), will cause the previously built message to be sent to processors 10, 11,
and 12. The proper action is taken by the receiving processors who either assert or retract facts
into/from their working memory.

Since PCLIPS is a research prototype, the user is free to use or misuse the parallel calls in any
way he/she chooses. No safeguards are currently provided. On the other hand, the interface is
simple and the calls straightforward. The question that comes to mind is whether they provide
enough power to enable useful speed-ups on MIMD architectures. Our current work shows that

308



they are suitable for obtaining useful speedups [13], if the knowledge base is parallelized in a
careful and appropriate way.

EXAMPLES

In this section we show results from parallelizing a knowledge base and discuss a real application
for parallel expert systems. All speedups are reported as the sequential time or time on one node
divided by the time to process the same set of initial facts and obtain the same set of final facts in
parallel (Sequential Time/Parallel Time).

Before discussing examples, we discuss a few guidelines for parallelizing rule bases that have
become clear in the course of developing and testing PCLIPS.

PARALLELIZING KNOWLEDGE BASES

There are several approaches that have been taken to parallelizing knowledge bases [5, 7, 9, 11].
An important aspect is that the parallel results be equivalent to the serial results. Methods of
explicit synchronization [11] do not seem feasible until communication times are significantly
reduced on parallel machines. Hence, we have pursued serialization through rule base
modification. This means that the rules in a parallel knowledge base generated under our
paradigm are not necessarily syntactically the same as a set of sequential rules.

There are two approaches to parallelizing the rules of a specific sequential knowledge base. The
first, and most usual one, is to partition the rules independent of the types of facts they will most
likely be used with. In this approach, bottleneck rules that may need to be distributed to multiple
processors must be searched for during a sequential trace of the knowledge based system’s
operation. Processors must be load balanced with an appropriate number of rules. All parallel
actions must be inserted into the right hand side of the rules. All facts will be distributed to all
nodes under this paradigm.

The second approach to parallelizing the knowledge base is to parallelize it based upon the rules
and the expected type of facts. This approach is only feasible if a rule base may be expected to
work with one type or set of facts (with the facts themselves changing) in most cases. This
approach involves an analysis of the sequential performance of the knowledge based system with
a specific set of facts and then a parallelization of the knowledge base for a set of processors. In
the limited testing done in our work, this approach to parallelizing rules provides a greater speed-
up.

CAFETERIA

There are 93 rules in our version of the cafeteria knowledge base. The rules are grouped into
contexts, where an example context involves setting a table. A rule and fact partitioning of the
cafeteria knowledge base was done with the use of xassert and xretract and a speedup of 5.5
times was obtained using eight processors. The speedup obtained without using these functions
was 6.47 times also using eight processors. Both speedups are less than linear but notice the
decrease in speedup when using xassert and xretract. The decrease in speedup is here attributed
to inter-processor communication. The time required to decode a message and assert it into
working memory is between 1-2 msec [10]. The time used to obtain the above results includes
the time required to transmit facts across to other nodes, retract/assert them into working
memory, and do the complete inferencing. A single message of 1K takes 1.1 msec to process [2].
Larger messages, however, take considerably more time to process, as shown by Boman and
Roose [2]. Since, for these partitions, the messages sent across the nodes are larger than 1Kbyte
(every node concatenates approximately 50 35-byte messages, making messages of 1.7 Kbytes
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that are sent using mxsend()), and all nodes transmit their messages to the same node (messages
might have to wait on intermediate nodes and hence are blocked until memory on the destination
node is available to receive the complete message [10, 2]). It is clear from the above that
communication is the reason for the decrease in speedup.

The cafeteria knowledge base was also partitioned using 11 and 13 processors. A speedup of
11.5 was obtained using 11 processors, whereas the 13-processor partition produced a speedup of
22.85 times. A fact-based partitioning method was used to obtain both of these partitions. These
speed-ups are clearly super-linear and occur because the match percentage of time is reduced in a
non-linear fashion by this partitioning approach [13]. Due to space limitations, we will not
explore this phenomenon further but refer the reader to our technical report [4].

Finally, several two-processor partitions of cafeteria were performed partitioning the rules only.
A speedup of 2.035 times (65.99% matching, 21.11% acting) with two processors was obtained.
In this case, rules were copied to each partition unmodified, causing the assertion of facts that are
never used by the partition (since the asserted facts enable the firing of a context present in
another partition). Partitioning the facts also, the speedup obtained was 2.06 (67.41% matching,
20.26% acting), which is only slightly higher than the speedup obtained when the facts were left
intact. Notice that this result suggests that the number of extra unnecessary facts does not
significantly affect the overall parallel execution time. A final two-processor partition was
performed by modifying the rules left in each partition so that they assert only the context facts
needed in the partition. A speedup of 2.13 times was obtained in this case.

BATTLE MANAGEMENT EXPERT SYSTEM

The information fusion problem for battle management occurs when multiple, disparate sensor
sources are feeding an intelligence center. This intelligence center is trying to produce timely,
accurate and detailed information about both enemy and friendly forces in order for commanders
to make effective battle management decisions. The challenge to the C3I operation is to integrate
information from multiple sources in order to produce a unified, coherent account of the tactical,
operational or strategic situation.

There has recently been a vast proliferation of fixed and mobile, land- and air-based sensors
using acoustic, infrared, radar and other sensor technologies. The result of this proliferation has
made more work for the C3I operation.

Sensors can vary in a variety of dimensions including:

• Coverage Area
• Temporal Characteristics of Coverage
• Field of View
• Angle of View
• Range
• Resolution
• Update Rate
• Detection Probability
• Modality of Imagery
• Degree of Complexity/Realism of Imagery
• Type of Target Information
• Temporal Characteristics of Reports

Each collection system, then, gives a specialized sampling of conditions to a particular level of
detail, in specific locations, at a specific point in time, and with a particular level of accuracy. As
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a result, the analyst receives information that may be incompatible, fragmentary, time-
disordered, and with gaps, inconsistencies and contradictions.

Honeywell’s Combat Information Fusion Testbed (CIFT) has been developed to provide the
hardware and software environment that can support development of tools powerful enough to
assist intelligence analysts in correlating information from widely disparate sources. The current
testbed capabilities were chosen for the context of handling three sensors: an airborne moving
target indication (MTI) radar, a standoff signal intelligence (SIGINT) system, and an unmanned
aerial vehicle (UAV) with a television camera payload. This correlation capability is
fundamental for information fusion. By integrating Honeywell’s proprietary real-time blackboard
architecture (RTBA) with the proprietary spatial-temporal reasoning technique called topological
representation (TR), the testbed has been able to perform the data association task. CIFT was
developed and tested against a four-hour European scenario involving troop movement in a
40X60 km area that was observed by an MTI radar, a SIGINT system, and a UAV. We
determined the target detections and circular error probabilities and time delay that these three
systems would be expected to make. CIFT was found to operate effectively on this data,
associating reports from the different sensors that had emanated from the same target.

CIFT was then implemented on the Intel iPSC-860 parallel processor [14] producing Parallel-
CIFT (or Parallel-CIFT). This processor has eight parallel nodes. There are three major
components of the CIFT system: Geographic/Scenario data, Blackboard Control Structures,
Spatial/Temporal Reasoners.

Geographic/Scenario Data: These contain the bit maps of the map overlays and the scenario-
specific operational and doctrinal data. The current scenario illustrates a Motorized Rifle
Regiment in the Fulda area of eastern Germany mobilizing for a road march. This activity
includes SIGINT, AUV (airborne unmanned vehicles with video camera payloads), and MTI
(moving target indicator radar) sensor reports to a G2 intelligence workstation. The geographic
data includes overlays for cities, primary and secondary roads, dense vegetation, and railroads.

Blackboard Control Structures: CLIPS provides the control and representation structures for the
blackboard control architecture. Honeywell wrote data structures and fusion rules in the CLIPS
format on a Sun workstation. These components were then parallelized and ported to the iPSC-
860. Three demonstrations are available: one uses only one of the nodes on the parallel processor
(this simulates a traditional serial computer for bench marking purposes), one uses two parallel
nodes, and one uses four parallel nodes.

Spatial/Temporal Reasoning: The spatial/temporal reasoner for this system is built on a four-
dimensional reasoner developed from Allen’s temporal interval reasoning system. It defines the
relations that can exist between time and space events and reasons from these primary relations.

This system represents a demonstration of concept of the Parallel CIFT system, a challenging
problem in a challenging domain which effectively uses the Parallel CLIPS tool.

Current research efforts include:

• Auto allocation of parallel components—This work requires some basic and applied
research. We propose using a nearest neighbor shear sort algorithm to dynamically
allocate processing tasks across multiple processors. This will balance the load among
the processors and ensure optimal performance.

• Demonstrate P-CIFT and extensions on Paragon—This requires three preliminary
steps: 1) Port CLIPS (the forward-chaining inference engine, on which P-CIFT is built)

311



to the Paragon, 2) Port P-CIFT to the Paragon, 3) Extensions developed to P-CIFT. See
following points.

• Addition of object-oriented data base (OODB) capabilities—This should be easily
completed with use of the CLIPS 6.0.

• Development of a domain specific information fusion shell—Common elements from
a variety of information fusion applications (Honeywell currently has Army and Navy
scenarios, with plans to extend into commercial domains, medical imaging, robotics, and
electronic libraries specifically, in the next year) will be formalized and generalized for
future use on other systems. This organic growth of generic components will assure the
applicability, generality and usefulness.

• Multi-hypothesis reasoning—This will require integration of techniques for multiple
hypothesis generation, maintenance, and testing. Previous related work [15] has
demonstrated successful approaches in tasks with similar multiple assignment
requirements. New research would be required to examine parallel implementation of
these approaches. It is likely that a parallel approach could be much more efficient.

• Quantification of performance results—Past work has provided demonstrations of
concept, but has provided no performance results.

SUMMARY

In this paper, we have discussed a parallel version of the CLIPS 5.1 expert system tool. The
parallel tool has a simple interface that is a direct extension of the usual CLIPS interface for
parallel use. The tool makes use of rule-level parallelism and has been tested on Intel
Hypercubes. Examples of expert systems that may be parallelized have been shown. The major
bottleneck involves developing effective and automated methods of parallelizing knowledge
bases.

The cafeteria knowledge base example shows that good speed-up is possible from just rule-level
parallelism. In fact, in the cases where both rule and fact partitioning can be done the speed-up is
super-linear in this example. It appears the approach of rule-level parallelism holds significant
promise for parallel expert system implementation on MIMD distributed memory computers.
The Parallel Combat Information Fusion Testbed represents a challenging real-world application
of Parallel CLIPS technologies.
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ABSTRACT

Virtual reality (VR) is an exciting use of advanced hardware and software techonologies to
achieve an immersive simulation. Until recently, the majority of virtual environments were
merely “fly-throughs” in which a user could freely explore a 3-dimensional world or a visualized
dataset. Now that the underlying technologies are reaching a level of maturity, programmers are
seeking ways to increase the complexity and interactivity of immersive simulations. In most
cases, interactivity in a virtual environment can be specified in the form “whenever such-and-
such happens to object X, it reacts in the following manner.” CLIPS and COOL provide a simple
and elegant framework for representing this knowledge-base in an efficient manner that can be
extended incrementally. The complexity of a detailed simulation becomes more manageable
when the control flow is governed by CLIPS’ rule-based inference engine as opposed to by
traditional procedural mechanisms. Examples in this paper will illustrate an effective way to
represent VR information in CLIPS, and to tie this knowledge base to the input and output C
routines of a typical virtual environment.

BACKGROUND INFORMATION

Virtual Reality

A virtual experience, or more precisely, a sense of immersion in a computer simulation, can be
achieved with the use of specialized input/output devices. The head-mounted display (HMD) is
perhaps the interface that most characterizes virtual reality. Two small screens, mounted close to
the user's eyes, block out the real world, and provide the user with a three-dimensional view of
the computer model. Many HMDs are mounted in helmets which also contain stereo headphones,
so as to create the illusion of aural, as well as visual immersion in the virtual environment.
Tracking technologies permit the computer to read the position and angle of the user’s head, and
the scene is recalculated accordingly (ideally at a rate of thirty times a second or faster). [1]

There are many types of hardware devices which allow a user to interact with a virtual
environment. At a minimum, the user must be able to navigate through the envrionment. The
ability to perform actions or select objects in the environment is also critical to making a virtual
environment truly interactive. One popular input device is the DataGlove which enables the user
to specify actions and objects through gestures. Joysticks and several variants are also popular
navigational devices.

Training

Virtual reality promises to have a tremendous impact on the way that training is done,
particularly in areas where hands-on training is costly or dangerous. Training for surgery, space
missions, and combat all fall into this category; these fields have already benefitted from existing
simulation technologies [2]. As Joseph Psotka explains, “Virtual reality offers training as
experience” [3, p. 96].
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Current Obstacles

VR hardware is progressing at an astonishing rate. The price of HMDs and graphics workstations
continues to fall as the capabilities of the equipment increase. Recent surveys of the literature
have concluded that the biggest obstacle right now in creating complex virtual environments is
the software tools. One study said that creating virtual environments was “much too hard, and it
took too much handcrafting and special-casing due to low-level tools” [5, p. 6].

VR developers have suffered from a lack of focus on providing interactivity and intelligence in
virtual environments. Researchers have been “most concerned with hardware, device drivers and
low-level support libraries, and human factors and perception” [5, p. 6]. As a result,

Additional research is needed to blend multimodal display, multisensory output,
multimodal data input, the ability to abstract and expound (intelligent agent), and the
ability to incorporate human intelligence to improve simulations of artifical
environments. Also lacking are the theoretical and engineering methodologies
generally related to software engineering and software engineering environments for
computer-aided virtual world design. [4, p. 10]

CLIPS

VR programmers need a high-level interaction language that is object-oriented because “virtual
environments have potentially many independent but interacting objects with complex behavior
that must be simulated” [5, p. 6]. But unlike typical object-oriented systems, there must be
“objects that have time-varying behavior, such as being able to execute Newtonian physics or
systems of rules” [5, p. 7].

CLIPS 6.0 can fill this need for a high-level tool to program the interactions of a virtual
environment. COOL provides the object-oriented approach to managing the large number of
independent objects in complex virtual environments, and CLIPS 6.0 provides the ability to
construct rules which rely on pattern-matching on these objects.

CLIPS is a particularly attractive option for VR training applications because many knowledge-
bases for training are already implemented using CLIPS. If the knowledge-base about how
different objects act and interact in a virtual environment is implemented in the same language as
the knowledge-base containing expert knowledge about how to solve tasks within the
environment, then needless programming effort can be saved.

LINKING CLIPS WITH A LOW-LEVEL VR LIBRARY

Data Structures

Every VR library must use some sort of data structure in order to store all relevant positional and
rotational information of each object in a virtual environment. These structures are often called
nodes and nodes are often linked hierarchically in a tree structure known as a scene. In order to
write CLIPS rules about virtual objects, it is necessary to load all the scene information into
COOL.

The following NODE class has slots for a parent node,b children nodes, x-, y-, and z-coordinates,
and rotational angles about the x-, y-, and z-axis.
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(defclass NODE
(is-a USER)
(role concrete)

(slot node-index (visibility public)
(create-accessor read-write) (type INTEGER))

(slot parent (visibility public)
(create-accessor read-write) (type INSTANCE-NAME))

(multislot children (visibility public)
(create-accessor read-write) (type INSTANCE-NAME))

(slot x (visibility public) (create-accessor read) (type FLOAT))
(slot y (visibility public) (create-accessor read) (type FLOAT))
(slot z (visibility public) (create-accessor read) (type FLOAT))
(slot xrot (visibility public) (create-accessor read) (type FLOAT))
(slot yrot (visibility public) (create-accessor read) (type FLOAT))
(slot zrot (visibility public) (create-accessor read) (type FLOAT)))

It is a trivial matter to write a converter which generates NODE instances from a scene file. For
example, a typical scene might convert to:

(definstances tree
(BODY of NODE)
(HEAD of NODE))
; and so on

(modify-instance [BODY]
(x 800.000000)
(y -50.000000)
(z 280.000000)
(xrot 180.000000)
(yrot 0.000000)
(zrot 180.000000)
(parent [REF])
(children [HEAD] [Rpalm] [Chair]))
; and so on

Linking the Databases

Note that the NODE class has no default write accessors associated with slots x, y, z, xrot, yrot,
or zrot. Throughout the VR simulation, the NODE instances must always reflect the values of the
node structures stored in the VR library, and vice versa. To do this, the default write accessors
are replaced by accessors which call a user-defined function to write the value to the
corresponding VR data structure immediately after writing the value to the slot. Similarly, all of
the VR functions must be slightly modified so that any change to a scene node is automatically
transmitted to the slots in its corresponding NODE instance.

The node-index slot of the NODE class is used to give each instance a unique identifying integer
which serves as an index into the C array of VR node structures. This helps establish the one-to-
one correspondence between the two databases.

Motion Interaction

A one-to-one correspondence between the database used internally by the VR library and COOL
objects permits many types of interactions to be easily programmed from within CLIPS,
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particularly those dealing with motion. The following example illustrates how CLIPS can
pattern-match and change slots, thus affecting the VR simulation.

(defrule rabbit-scared-of-blue-carrot
(object (name [RABBIT]) (x ?r))
(object (name [CARROT])

  (x ?c&:(< ?c (+ ?r 5))&:(> ?c (- ?r 5))))
=>
(send [RABBIT] put-x (- ?r 30)))

Assuming the rabbit and blue carrot can only move along the x-axis, this rule can be paraphrased
as “whenever the blue carrot gets within 5 inches of the rabbit, the rabbit runs 30 inches away.”

The Simulation Loop

Most interactivity in virtual environments can be almost entirely specified by rules analogous the
above example. A simulation then consists of the following cycle repeated over and over:

1. The low-level VR function which reads the input devices is invoked.

2. The new data is automatically passed to the corresponding nodes in COOL, as described
in Section 2.1.

3. CLIPS is run, and any rules which were activated by the new data are executed.

4. The execution of these rules in turn triggers other rules in a domino-like effect until all
relevant rules for this cycle have been fired.

5. The VR library renders the new scene from its internal database (which reflects all the new
changes caused by CLIPS rules), and outputs this image to the user’s HMD.

While the low-level routines still provide the means for reading the input and generating the
output of VR, the heart of the simulation loop is the execution of the CLIPS rule-base. This
provides an elegant means for incrementally increasing the complexity of the simulation; best of
all, CLIPS’ use of the Rete algorithm means that only relevant rules will be considered on each
cycle of execution. This can be a tremendous advantage in complex simulations.

More VR functions

There are some VR interactions that cannot be accomplished solely through motion. Fortunately,
CLIPS provides the ability to create user-defined functions. This allows the programmer to
invoke external functions from within CLIPS. User-defined CLIPS functions can be provided for
most of the useful functions in a VR function library so that the programmer can use these
functions on the right-hand side of interaction rules. Some useful VR functions include:

make-invisible: Takes the node-index of an instance as an argument.

change-color: Requires the node-index of an instance and three floats specifying the red,
green, and blue characteristics of the desired color.

test-collision: Takes two node-index integers and determines whether their corresponding
objects are in contact in the simulation.
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play-sound: Takes an integer which corresponds to a soundfile (this correspondence is
established in another index file of soundfiles).

The play-sound function takes an integer as an argument, instead of a string or symbol, because
there is slightly more overhead in processing and looking up the structures associated with
strings, and speed is crucial in a virtual reality application. Similarly, all user-defined functions
should receive the integer value stored in an instance’s node-index slot, instead of the instance-
name, for speed purposes.

It is also possible to create a library of useful deffunctions which do many common calculations
completely within CLIPS. For example, a distance function, which takes two instance-names and
returns the distance between their corresponding objects, can be written as follows:

(deffunction distance (?n1 ?n2)
(sqrt (+ (** (- (send ?n2 get-x) (send ?n1 get-x)) 2)

(** (- (send ?n2 get-y) (send ?n1 get-y)) 2)
(** (- (send ?n2 get-z) (send ?n1 get-z)) 2))))

LAYERS UPON LAYERS

Once basic VR functionality is added to CLIPS, virtual environments can be organized in CLIPS
according to familiar object-oriented and rule-based design principles. For example, a RABBIT
class could be defined, and the example rules could be modified to pattern match on the is-a field
instead of the name field. If this were done, any RABBIT instance would automatically derive
the appropriate behavior. Once a library of classes is developed and an appropriate knowledge-
base to go with it, creating a sophisticated virtual environment is merely a matter of instantiating
these classes accordingly.

Consider this final example, illustrating points from this section and the More VR Functions
Section.

(defrule shy-rabbit-behavior
?rabbit <- (object (is-a RABBIT) (personality shy)

 (x ?) (y ?) (z ?))
?hand <- (object (is-a HAND) (x ?) (y ?) (z ?))
=>
(if (< (distance ?rabbit ?hand) 100) then

(bind ?rabbit-index (send ?rabbit get-node-index))
(if (evenp (random)) then

(change-color ?rabbit-index 1 0 0)  ; rabbit blushes
else
(make-invisible ?rabbit-index))))

This rule becomes relevant only if there is a shy rabbit and a hand in the simulation. If so, shy-
rabbit-behavior is activated whenever the hand or the rabbit moves. If the hand gets close to the
rabbit, there is a 50% chance that the rabbit will blush, and a 50% chance that the rabbit will
completely vanish.

CONCLUSION

CLIPS has been successfully enabled with virtual reality programming capabilities, using the
methodologies described in this paper. The two test users of this approach have found CLIPS to
be a simpler, more natural paradigm for programming virtual reality interactions than the
standard approach of managing and invoking VR functions directly in the C language.
Hopefully, by using high-level languages like CLIPS in the future, more VR programmers will
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be freed from their current constraints of worrying about low-level details, and get on with what
really matters—creating complex, intelligent, interactive environments.
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ABSTRACT

This paper discusses the implementation and use of reflexive reasoning in real-time, distributed
knowledge-based applications. Recently there has been a great deal of interest in agent-oriented
systems. Implementing such systems implies a mechanism for sharing knowledge, goals and
other state information among the agents. Our techniques facilitate an agent examining both state
information about other agents and the parameters of the knowledge-based system shell
implementing its reasoning algorithms. The shell implementing the reasoning is the Distributed
Artificial Intelligence Toolkit, which is a derivative of CLIPS.

INTRODUCTION

There has been a great deal of recent interest in multi-agent systems largely due to the increasing
cost-effectiveness of utilizing distributed systems; in just the national CLIPS conference six
papers appear which seem to discuss developing multi-agent systems. Further, although we
strenuously try to avoid incorporating domain-specific knowledge in systems, real-time
applications have an obvious need to understand the relationships between their processing
requirements, available system resources, deadlines which must be met, and their environment.
Hence, our programming methodology has been that individual agents need not necessarily be
cognizant of any system information, but rather can communicate their own informational
requirements, can sense their state in the system, and modify the internal processing parameters
of the system (e.g., for load balancing) as the application demands. We allow the agents to sense
and affect their processing environment so that they can intelligently reason about and affect the
execution of applications.

IMPLEMENTATION OF REFLEXIVE REASONING

We have previously documented the characteristics of our tool, the Distributed Artificial
Intelligence Toolkit [1][2]. The tool provides extensions to CLIPS for fault-tolerant, distributed,
real-time reasoning. Many of these characteristics are controllable by individual reasoning agents
so that when insufficient processing time is available, for example, processor fault-tolerance may
need to sacrificed. The control of such characteristics is provided numerous predicates.
Correspondingly, the agents can sense the current settings of the environment through a state
description of the inference engine contained in the fact base (and which can be pattern-
matched).

Calls to such predicates, as well as numerous ‘C’ functions implemented to provide additional
functionality, were used to implement the Agent Manipulation Language (AML). AML (Table 1)
provides the functionality to manipulate, assign tasks to, and teach agents. The functions used to
implement AML include those providing fault-tolerance, for transmitting facts, template and
objects, and those mimicking user-interface functionality; the data assistants of our architecture
(Figure 1) actually interface to the user, evoking functionality from the reasoning agents [1].
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build_agent(processor) Creates an agent
teach_agent(agent name, set of rules as text) Sends a ruleset to agent for reasoning
agent_unlearn(agent name, set of rules as text) Causes agent to remove ruleset from its

processing
agent_learn(filename) Have agent read a rulebase from filename
die(agent name) Kill the agent
wait(agent name) Have the agent suspend reasoning
continue(agent name) Have the agent continue reasoning

Table 1. Agent Manipulation Language (AML)

The last big issue is how the environment is sensed and affected at a low level. These processes
are accomplished by intercepting and interpreting the individual elements of facts and templates
before they are actually asserted. This kind of functionality allows agents to be minimally
required to affect other agents; agents can know and affect each other (on the same or other
machines) as much or as little as they desire. Formally proprietary information, this is now being
divulged because implementing the code for the parsing of such information has been deemed
too difficult for students, even graduate students, to maintain.
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Figure 1. Architecture of the Distributed Artificial Intelligence Toolkit

REFLEXIVE REASONING IN DISTRIBUTED REAL-TIME SYSTEMS

Consider a real-time robotics application. The application consists of path planners, task
planners, sensor and effector managers, motion control modules, etc. For the planning modules
we typically would want to employ fault-tolerance, but for many of the other modules we would
want very fast update rates. Hence, we might initially turn off fault-tolerance for, turn on
interruptable reasoning for, and reduce the granularity of reasoning for the machines controllers,
sensor managers, motion control modules, etc.
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Certain planners and motion control modules would probably would probably require more
resources than others. Modules noting short times between actual completion of tasks and the
tasks’ actual deadlines can evoke operating system functionality, via the data assistants, to
determine processors with “excess” computing power. The over burdened agents could then
create new agents, advise them to learn a set of rules, and off-load some of their work to newly
instantiated agents. Hence, as the system executes, overworked agents could instigate load
balancing.

Agents can also use reflexive reasoning in less subtle manners; any agent can request to see the
fact and object base of any other agent. Agents can also request to know the goals of interest of
other agents (or rather, which agents are interested in what goals). Hence, agents can also reason
about the reason about the reasoning being performed by other agents.

CONCLUSION

We have briefly discussed implementing and using reflexive reasoning in distributed, real-time
applications. Reflexive reasoning provides reasoning agents in distributed systems to analyze and
modify the reasoning processes of other agents. We have found reflexive reasoning an effective
tool for facilitating control of real-time, multi-agent systems. Our implementation of reflexive
reasoning has been hierarchical, building up an agent manipulation language from predicates
describing and affecting the reasoning process. These predicates have been, in turn, implemented
from low-level functions written in ‘C’.
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ABSTRACT

This paper describes PalymSys™ -- an extended version of the CLIPS language that is designed
to facilitate the implementation of blackboard systems. The paper first describes the general
characteristics of blackboards and shows how a control blackboard architecture can be used by
AI systems to examine their own behavior and adapt to real-time problem-solving situations by
striking a balance between domain and control reasoning. The paper then describes the use of
PalymSys™ in the development of a situation assessment subsystem for use aboard Army
helicopters. This system performs real-time inferencing about the current battlefield situation
using multiple domain blackboards as well as a control blackboard. A description of the control
and domain blackboards and their implementation is presented. The paper also describes
modifications made to the standard CLIPS 6.02 language in PalymSys™ 2.0. These include: 1)
A dynamic Dempster-Shafer belief network whose structure is completely specifiable at run-time
in the consequent of a PalymSys™ rule, 2) Extension of the run command including a
continuous run feature that enables the system to run even when the agenda is empty, and 3) A
built-in communications link that uses shared memory to communicate with other independent
processes.

INTRODUCTION

This paper describes the extensions made to the CLIPS 6.02 language during the design and
implementation of a Situation Assessment (SA) expert system for use aboard Army helicopters.
An SA system uses data gathered from external environmental sensors, intelligence updates, and
pre-mission intelligence to monitor and describe the external environment. An SA system
searches for external entities of interest (EEOI), recognizes those EEOIs, and then infers high-
level attributes about them. An EEOI is anything that has the potential for affecting the planned
rotorcraft mission. EEOIs are primarily (although not necessarily) enemy forces. In order for the
system to perform the inferences necessary to develop an assessment of the current situation, it
must utilize extensive knowledge about the EEOIs including knowledge about their doctrine,
capabilities, probable mission objectives, intentions, plans, and goals. All of these elements
combine to form a complete situation description. For a thorough description of the domain
problem see [1].

The SA system has been implemented in an extended version of CLIPS called PalymSys™. The
SA system implementation makes use of two domain blackboards - current assessment and
predicted assessment, as well as a control blackboard for overall control of the system.
PalymSys™ provides a reasoning under uncertainty mechanism that handles contradictory and
partially contradictory hypotheses and allows multiple hypotheses to coexist. A continuous run
option has been added that allows the system to run even when the agenda is empty. Continuous
run enables the system to wait for new environmental state data to be provided by the system's
sensor subsystems. As new data becomes available, additional reasoning is then performed.
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BLACKBOARDS

The SA system uses a blackboard architecture as a paradigm for solving the situation assessment
problem. The blackboard architecture approach to problem solving has been a popular model for
expert system design since the development of the Hearsay-II speech understanding program in
the 1970s. It also serves as a framework for the blackboard control architecture - an extension of
the blackboard architecture - which is the method of control used in the SA system. The
blackboard model for problem solving consists of three primary elements [2, 3]:

Knowledge Sources: The knowledge necessary to solve the problem is partitioned into
separate and independent knowledge sources. The independence of knowledge sources
means that major modifications to the system should not be necessary when more rules
are added to the system. In CLIPS and PalymSys™, knowledge sources take the form of
rules.

Blackboard Data Structure: A global data structure where knowledge that has been brought
to bear on the problem is stored. The blackboard represents the current state of the
problem solution. The system attempts to combine and extend partial solutions that span
a portion of the blackboard into a complete problem solution. Communication between
knowledge sources takes place solely via the blackboard. In CLIPS, a blackboard data
structure can be represented by objects that encapsulate the knowledge at each level. The
knowledge is contributed by the consequent of rules whose antecedent has been
satisfied.

Control: Each of the knowledge sources opportunistically contributes to the overall problem
solution. Each knowledge source is responsible for knowing the conditions under which
it will be able to contribute to the problem solution. In CLIPS, this means deciding
which rule or set of rules should fire next given the current state of the blackboards. Our
method for achieving this is the use of the control blackboard architecture. The control
blackboard is an extension of the traditional blackboard architecture and will be
discussed in detail later in this paper.

The SA system uses three concurrently executing blackboards for developing a problem solution.
These are a prediction blackboard, an assessment blackboard, and a control blackboard. Each
blackboard provides storage for the problem solution state data. The assessment blackboard
contains the current situation description and is primarily concerned with the current intentions,
capabilities, and commitments of EEOIs. The prediction blackboard contains predictions for
EEOI behavior and the predicted situation description. The control blackboard contains the
knowledge that manages and prioritizes all of the rules and provides for overall control of system
problem-solving behavior.

DESIGNING THE SA ASSESSMENT BLACKBOARD

The blackboard model provides only a general model for problem solving. It falls far short of an
engineering specification for actually developing a complete blackboard system in CLIPS.
However, this general model does provide significant insight in how to implement complex
knowledge-based systems. The first step in designing a blackboard for a given domain problem
is to subdivide the problem into discrete subproblems. Each subproblem represents roughly an
independent area of expertise. The subproblems are then organized into a hierarchy of levels
from least to most abstract. Correctly identifying the problem hierarchically is crucial and will
often be the primary factor that determines the effectiveness of the problem-solving system (or
whether the problem can be solved at all). Blackboards sometimes have multiple blackboard
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panels, each with their own set of levels. That is, the solution space can be segmented into semi-
independent partitions.

The knowledge sources used by the system are CLIPS rules that have access to the information
on the blackboard. Communication and interaction among rules is solely via the blackboard data
structure. Even knowledge sources on the same level must share information through the
blackboard. Encoded within each knowledge source are the conditions under which it can
contribute to the problem solution.
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Figure 1.

Figure 2 is an illustration of the assessment blackboard in the SA system. The assessment
blackboard is divided into a seven-tiered hierarchy. These levels are concerned with developing
an environmental state description, characterizing an EEOI, interpreting EEOI plans, roles, and
intents and developing a summary description of the overall situation. Each level of the
assessment blackboard is a part-of hierarchy that represents a portion of the situation assessment
solution for a particular EEOI. There is a gradual abstraction of the problem as higher levels on
the blackboard are reached. Information (properties) of objects on one level serve as inputs to a
set of rules which, in turn, place new information on the same or adjacent levels. During the
problem-solving process, more advanced hypotheses and inferences are placed at higher levels of
the blackboard.
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Figure 2.

The blackboard architecture provides a model for the overall problem-solving (inferencing)
process. This model is used to structure the problem domain and identifies the knowledge
sources needed to solve the problem. While knowledge sources are independent and each
contributes to a partial solution, each knowledge source must be designed to fit into the high-
level problem-solving blackboard hierarchy created by the system designer.

USING CLIPS OBJECTS AS THE BLACKBOARD

Information on the assessment blackboard is represented as CLIPS objects. Figure 3 shows the
object representation for knowledge in one of the SA modules. This figure shows the structure in
the global plan function (GPF) module at the Role Classification level of the blackboard
hierarchy.
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Figure 3.

A multi-agent plan hypothesis object is created by the system to represent the high-level multi-
agent plan of a group of EEOIs where each has the same high-level mission objective. Multi-
agent hypotheses and their associated entity plans are stored as objects on the blackboard. An
entity plan object contains the sequence of plan elements (activities) that a particular EEOI must
actually perform within the context of the associated multi-agent hypothesis. For instance, an
EEOI's multi-agent plan might be to capture a refueling depot. A number of EEOIs will be
needed to achieve this objective including a security force, a main attack force, and surveillance
for the attacking force. The EEOI's entity plan might then be surveillance for the attacking force.
The multi-agent hypothesis object called capture refueling depot encapsulates information local
to the role classification level like formation information, hypothesized locations, and typical
vehicle types. Other objects can access this information only through the multi-agent hypothesis
object's defmessage handlers.

The capture refueling depot object has a multislot field that contains the list of entity plan
instances necessary to carry out its objective. Objects at different blackboard levels which are
permanently linked are connected via instance lists. The entity plan instances, in turn, contain the
lists of plan elements necessary to carry out the entity-level plan. The plan element lists are
encapsulated within the entity plan objects. When the need to do so arises, entity plan objects
will search for plan belief objects that correspond to their plan via pattern matching.  They search
for plan belief objects instead of parsing a pre-defined list because the links in this case are not
permanent. The plan belief objects are entity specific and store the degree of belief in which the
system believes that a particular EEOI is performing a particular plan. An EEOI may change
entity plans or the system may gather evidence that leads it to believe the EEOI is actually
performing a different plan. Thus the links between entity plan objects and plan belief objects
will change over time.
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CLIPS Objects are an ideal data structure for blackboard implementation because they offer
encapsulation and easy processing of lists. Recall that the essence of the blackboard approach is
that higher levels synthesize the knowledge from the lower levels. The objects at one blackboard
level will typically need access to a list of conclusions from the preceding levels. In our
approach, objects are always looking down the blackboard, asking other objects for only the
information they need. The knowledge at each blackboard level is well encapsulated. Knowledge
sources can thus be formulated generically.

THE CONTROL BLACKBOARD ARCHITECTURE

At each point in the problem solving process there are typically a number of knowledge sources
that can contribute to the problem solution. Every intelligent system must solve the control
problem: i.e., determine which knowledge source should next be brought to bear on the problem
solution. In order to solve the control problem it is necessary that control decision making be
viewed as a separate problem-solving task. The system must plan problem-solving actions using
strategies and heuristics that will help it solve the control problem while balancing efficiency and
correctness. The system must become aware of how it solves problems and intelligently guide
the problem-solving process.

Explicitly solving the control problem involves providing a body of meta-level (heuristic)
knowledge about the domain that is used to guide the control planning process [4]. With such
knowledge, the system can reason explicitly about control because the system has access to all of
the knowledge that influences control decisions. Meta-level rules then choose domain rules or
sets of domain rules that are most appropriate for the current problem-solving situation.

Control knowledge sources interact solely via the control blackboard. The control blackboard is
where control knowledge sources post all currently relevant meta-level system knowledge.
Partial and complete control plans are stored here. The system also posts high-level control
heuristics and problem-solving strategies on the control blackboard.

A well designed control mechanism can make sophisticated meta-level decisions about the
problem-solving process. It will seek to make desirable actions more feasible and feasible actions
more desirable. It will make plans to seek out important obtainable information when that
information is missing. The control mechanism must carefully balance the time spent solving
control problems with time spent carrying out domain tasks. It must be aware of how it is solving
domain problems and change problem-solving methods to match the situation requirements.

THE CONTROL PROBLEM IN SA

The SA system is a real-time system that must perform complex inferences within very
demanding time constraints. Control is critical in a real-time system because by definition
problems must be solved before a deadline. The SA system has a set of meta-level control rules
that interact via the control blackboard. The control rule set uses heuristics to evaluate situation
characteristics which are used to choose one or more problems from a pool of several competing
domain problems. Once the important domain problems are chosen, an efficient control plan is
constructed to solve them. A control plan consists of a series of rule groups, or modules, which
will be sequentially accessed by the system. A message to work with a specific entity is
frequently sent along with the control plan.

Control planning is a way of incorporating efficiency into the system. The meta-level priority
criteria do not have to be recalculated every cycle while the system is following an established
control plan. The system balances the degree of commitment to the execution of control plans
with a variable sensitivity to run-time conditions [5]. The degree of commitment is a function of
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the uncertainty about the helicopter's actual environment. If the situation is dangerous, the system
will lower its commitment to the control plan and heighten its sensitivity to run-time conditions
(i.e., incoming sensor data).

Figure 4 is a diagram of the control blackboard used in SA. As in the assessment and prediction
blackboards, a multilevel hierarchical blackboard structure is used. The policy level is where
global focusing decisions are stored. These are heuristically generated at run-time depending on
the state of the problem-solving situation. The problem level is where domain problems
presented to the system are placed. The strategy level is where strategies (high-level general
descriptions of sequences of actions) are stored. Generating a strategy is the first step in making a
plan. Strategy decisions are posted at the strategy level for all accepted problems. A strategy
decision is nothing more than a constraint on future actions. The focus level is equivalent to the
strategy level but is populated by more specific strategies called foci. The action level represents
the actual sequence of actions chosen by the system to solve the problem [6]. The action level is
implemented by the CLIPS agenda mechanism.

Policy Level

Problem Level

Strategy Level

Focus Level

Action Level

94134

Global Focus

Problem Requests

High-Level Solutions

Focused Solution

Sequence of 
KnowledgeSources

Figure 4.

META CONTROL PLANS

The knowledge represented on each of the control blackboard levels increases in abstraction
from the bottom level to the top level. However, control is a top-down inferencing process.
Unlike the domain blackboards, knowledge at the higher blackboard levels serves as input for the
knowledge sources at the lower control blackboard levels. A meta control plan solves the control
problem for the control part of the SA system. A meta control plan object is constructed at
system start-up that contains the following sequence of phases:

• check for new data
• post foci at policy level
• remove problems (if appropriate)
• request problems
• accept problems
• prioritize problems
• choose problems
• formulate strategy
• formulate plan
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• execute a control plan
• record any plan completions and perform system maintenance

The control rules are partitioned by phase. There is a rule set for accepting problems, prioritizing
problems, etc. The early phases deal with the higher levels on the control blackboard. The system
will cycle through the meta control plan sequentially unless a message is passed from one
module to another.

One situation in which message passing occurs is when the system suspects that a new domain
problem should be reevaluated in light of the particular domain problem that has been chosen.
For instance, when the system is making a plan to do a situation assessment, it will reconsider
data that has not yet been integrated into the system. The data may not be intrinsically important.
But in the context of doing a situation assessment, the system may decide to integrate part of the
unprocessed data before doing the situation assessment. Integrating the data first often adds value
to the situation assessment because the system will have more information on which to base its
assessment. This added value is added to the priority of the data integration plan request. The
system goes back to the prioritize problem phase and if the data adds enough value to the
situation assessment problem, it constructs an object to solve the integrate data problem. The
data integration problem instance is added to the list of plan elements in the situation assessment
plan object. The actual plan elements to integrate the data into the system are encapsulated within
the data integration control plan object.

HEURISTICS USED BY THE CONTROL PLANNER

A real-time SA system is continuously supplied with sensor updates, pilot requests for
information, anticipation of possible future events, and a plethora of cognitive actions that must
be taken in order to assess the current situation. Thus, most of the work of the control part of the
system is in deciding what problem to solve. Following are the five domain problems that the SA
system solves:

1) Integrate new data into the domain blackboards
2) Focus sensors
3) Generate a current situation assessment
4) Generate a predicted assessment for some opportune time in the future 
5) Generate a predicted assessment for time T seconds from the present

In order to solve the control problem, the SA system opportunistically chooses problems from
among these five domain problems and makes efficient plans to solve them. This approach
provides a built-in well-defined external interface to the system. Problems presented to the SA
system by an external agent (e.g., an external system planner or the pilot) are placed in with the
problems the SA system has presented to itself at the problem level of the control blackboard.

In order to illustrate the meta-level heuristics that the SA system uses to choose from among
competing domain problems, we provide an example of how the SA system integrates new data
into the domain blackboard (problem 1 above). The SA system places incoming sensor and
intelligence data at the survey level of the assessment blackboard. This new data triggers a
problem request at the problem level of the control blackboard. When the SA system decides to
integrate the new data, the control rules make and carry out a plan that consists of an ordered
sequence of domain modules which will be sequentially examined by the SA system.

All incoming information is rated for importance. EEOIs that have already been encountered by
the system are given Entity Assessment Ratings (EARs):
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EAR = [Confirmed(danger), Plausible(danger)]

The EAR is a belief function that represents the degree to which an EEOI is a threat to the
rotorcraft. The confirmed danger is the degree to which the system has confirmed that an EEOI is
a danger to ownship. The plausible danger (or potential danger) is the worst-case danger that an
EEOI presents to ownship at this time. Both of these numbers must lie in the range [0, 1]. The
plausible danger is always greater than or equal to the confirmed danger. The less the system
knows about an EEOI, the greater the difference between the plausible and the confirmed danger.

The EAR is synthesized into an Interesting Rating:

Interesting Rating = 0.7 * Confirmed danger +
1.3 * ability_garner() * (Plausible danger - Confirmed danger)

The system evaluates EEOIs as “more interesting” if there is a large gap between the plausible
and confirmed dangers. This means EEOIs that might be dangerous but about which there is little
knowledge will be rated or ranked more interesting. Ability_garner is a function that calculates
the degree to which the system thinks it currently has the ability to gather more information
about the EEOI. When new data come in about an EEOI, we can use that entities' previously
calculated Interesting Ratings to prioritize it.

When data about a previously unencountered entity arrives, SA the system favors the integration
of the information into the domain blackboard if the data is about a nearby EEOI. The SA system
especially favors it if automatic target recognition (ATR) has managed to already confirm an
EEOI's vehicle type. Data about new EEOIs is considered intrinsically more important than data
about previously encountered entities. The SA system attempts to reject duplicate information
before any attempt is made to rate it or integrate it. The control planner always attempts to
control the sensors to gain more information about interesting EEOIs.

The amount of time spent generating and evaluating heuristics must be balanced with the amount
of time spent executing domain rules. It is possible to expend too many computational resources
prioritizing problems and not enough time actively solving them. Entity Assessment Ratings and
Interesting Ratings require processing resources for calculation. However, they must be
calculated anyway for use by other parts of the system and these calculations are entirely
procedural or algorithmic and are therefore computationally relatively inexpensive. Very little
extra processing power is required to rate entities in this way. Such overlapping requirements
often enable more sophisticated meta-level control knowledge to be produced. The results of the
inferencing process represented at various blackboard levels by symbolic abstractions can thus be
used as input for procedural/algorithmic computation that, in turn, produces useful metal-level
control knowledge.

USING DYNAMIC SALIENCE FOR CONTROL

The planning approach to control has the disadvantage of always firing each of the rules that
pertain to the chosen domain problem within the modules listed in the control plan. Another
layer of control can be attained by directing the system to fire only the subset of eligible domain
rules that best apply to the current domain problem. This flexibility is achieved within
PalymSys™ by using an expanded form of the salience command.

The modifications to the salience command in PalymSys™ are based on the work done by
Robert Orchard of the National Research Council of Canada in his extended version of CLIPS
called BB_CLIPS [7]. The added syntax, called rule features, are descriptive characteristics of
the knowledge contained in a rule that are placed within the antecedent of the rule.
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;;
;; RULE: pred_pe2
;;
;; If the EEOI will be able to see ownship and will be able to hit
;; ownship and the EEOI's plan is combat_recon, main_attack,
;; close_air_support, artillery, or guard then EE will probably be engaging
;; you in the future (60%).  If not, then we can't be sure what the EEOI
;; will do next (40%).
;;

(defrule pred_plan_element12
(declare ; feature list

(salience 200) ; salience type
(reliability 35) ; integer type
(importance 25) ; integer type
(efficiency medium)) ; set type

(Module_focus (focus domain)
(sub_focus pred_plan_element) (entity_focus all)
(time_focus ?time&:(>= ?time3))
(level policy)(BB CONTROL))

(object (is-a EEOI_Pred_location_long)
(label ?name)
(dist_from_ownship ?dist&:(< ?dist 6)) ;; all EEs < 6km away.
(level interpretation) (BB PREDICTION))

(object (is-a EEOI_Pred_capability_long)
(label ?name) (see_capability ?seecap&:(>= ?seecap .5))
(hit_capability ?hc&:(> ?hc .5))
(level pred_cap) (BB ASSESSMENT))

(object (is-a EEOI_Plan)
(label ?name) (propagation ?prop)
(type ?type&:(member$ ?type

 (create$ combat_recon long_range_recon 
    guard_forward guard_flank guard_rear 
    main_attack close_air_support)))

(level plan_interp) (BB ASSESSMENT))
=>
(assert_belief ?name pred_plan_element ?prop

".6 ENGAGE_OWNSHIP .4 ALL"))

Each feature has an associated dynamic salience value determined by its feature arguments.
PalymSys™ has a combining function that evaluates the salience of each rule between rule
firings. The feature argument itself is a pointer to a dynamic data structure of salience values that
is modified by control rules at run-time. For instance, if the system is suddenly faced with a time
constraint, a control decision can be made to globally raise the value of the efficiency feature.

A new feature in CLIPS 6.0 is the (set-salience-evaluation every-cycle) command which enables
salience values to be calculated dynamically at run-time between rule firings. It is possible to
achieve the same functionality described above from within the CLIPS 6.0 shell by placing a
function as the argument for the salience command. Between rule firings, the function
dynamically computes salience values which are based on global control variables whose values
have been determined by control decisions.

A HYBRID PALYMSYS™/C++ BELIEF NETWORK

Reasoning under uncertainty is a necessity for a situation assessment system. The SA system
must make prescient inferences about such things as an EEOI's plan or the associated elements
(steps) in that plan. The EEOI's plans and plan elements cannot be known for certain until
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various activities are explicitly observed. Other inferences, such as an EEOI's intent or an EEOI's
predicted plan element, can never be known for certain. Hypotheses must be based on
incomplete and unreliable evidence because the battlefield is a complex, uncertain environment.
Reasoning under uncertainty requires a probabilistic model of reasoning that supports reasoning
using contradictory and partially contradictory hypotheses in which the system has varying
degrees of confidence.

PalymSys™ enables the user to construct a Dempster-Shafer (D-S) belief network quite easily. A
command line interface allows the user to specify size, structure and number of instances of the
network at run time. A belief network propagates the uncertainty associated with a particular
piece of knowledge throughout the entire hierarchy of hypotheses that depend upon it. The SA
control planner in conjunction with the Rete Pattern Matching algorithm handles the belief
propagation through the system hierarchy. When rules are added to the system, no modifications
of existing C++ or PalymSys™ code are necessary. By placing a single function call on the
consequent of the added rule(s), the system will incorporate the new rule(s) into the belief
network automatically. A formal explanation of Dempster-Shafer theory is beyond the scope of
this paper. Such detailed presentations can be found in [8, 9, 10]. However, the CLIPS
modifications described here can be applied to a monotonic, feed-forward belief network of any
type (i.e., Bayesian).

A frame of discernment is a set of mutually exclusive hypotheses. Exactly one hypothesis in a
frame of discernment is true at any one time. Each module that uses D-S reasoning in SA has its
own frame of discernment. For example, the frame of discernment corresponding to the Plan
Element module is the set of fourteen distinct plan elements that an entity is capable of
performing within the context of all possible plans. When an entity is encountered, it is assumed
to be performing one and exactly one of these plan elements. The purpose of the plan element
module is to assign belief values to each of the members of the plan element frame of
discernment. A set of propagation values for the plan element frame of discernment is also
calculated. The propagation values serve as input to other frames of discernment that use plan
elements as evidence.

Recall that the SA system follows entity specific control plans in order to integrate new data into
the system. A control plan is an ordered list of modules that the system will sequentially visit to
solve a domain problem. The exact order of the control plan will vary depending on what type of
data is being integrated into the system. When a control plan element is executed, a particular
module fires its rules, assigns belief to the members of its frame of discernment, and then control
proceeds to the next module in the control plan which is typically on the next higher level within
the domain blackboard hierarchy.

A typical SA domain rule within the belief network will look much like the following rule from
the Plan module:

RULE: plan_rule12
Description:
;; If the EE's current Plan Element is Reporting then his Plan might be
;; (40%) surveillance, combat recon, or long range recon.  It also might
;; be, to a slightly lesser degree (30%), guard forward, guard flank, or
;; guard rear.  If it's not in those two sets, then the EE could be
;; performing any Plan (30%).

(defrule plan_rule12
(Module_focus (focus domain)

  (sub_focus plan) (entity_focus ?name)
  (level policy)(BB CONTROL))

(object (is-a EEOI_Plan_element) (label ?name) (type report)
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(propagation ?prop_value&:(> ?prop 0))
(level plan_interp)(BB ASSESSMENT))

=>
(assert_belief ?name Plan_Module ?prop_value

".4 SUR CRP LRRP .3 GFR GFL GR .3 ALL"))

The variable name is needed as a tag because SA makes an instance of the belief network for
each new EEOI encountered. In this case, the assert_belief function places the belief into the
frame of discernment associated with the Plan module with a propagation value of prop_value.
The Module_focus template values in the rule will allow this rule to fire only when the system is
firing the rules on the assessment blackboard in the plan module. In this way, the control plan
assures that the rules in each frame of discernment for a particular EEOI are finished firing
before advancing up to higher levels on the blackboard. The same technique can be used with
any monotonic feed-forward blackboard belief propagation scheme.

When evidence is obtained from another frame of discernment, as is the case with the
EEOI_plan_element object in the rule above, the propagation value is also sent to the
assert_belief function. Evidence without a propagation value associated with it is assumed to
have a probability of truth of one. However, the system can easily adapt to any uncertain data by
attaching a propagation value to them.

The last rule fired within each module calls the function get_belief to access the appropriate
belief and propagation values for the module's frame of discernment. The propagation values will
be passed to the next level up in the blackboard hierarchy via the propagation slot in the object
that corresponds to the current entity and the current blackboard level.

New domain rules are easily added to the system by placing the assert_belief function on their
RHS. No modifications to the reasoning under uncertainty function code are required since
propagation is handled entirely by the Rete Pattern Matching algorithm and the SA control
planner.

SIMULATION AND TEST ENVIRONMENT INTERFACE

SA uses interprocess communication to communicate with our rotorcraft mission simulation and
test environment (STE). The STE is a graphical simulation test bed written in C++ and
implemented on a RS/6000 workstation. During simulation runs, the STE sends SA sensor
information and SA sends the STE directional parameters to control the sensors. A
communications class was written for the STE and integrated with PalymSys™. Shared memory
in our system is accessed via the standard system C libraries<sys/shm.h> and <sys/types.h>.
More specifically, the STE uses the function calls shmat, shmget, shmdt to attach a process, grab
the shared memory and detach the process, respectively.

 Standard CLIPS terminates when the agenda is empty. PalymSys™ can be directed to run
continuously even though the agenda is empty by adding an optional argument to the run
command. The inference engine will idle, waiting for facts to be asserted into the system. This
capability is essential whenever the system depends on an independent process, like the STE, as
a source for fact assertions.

Three functions were embedded into PalymSys™ in order to communicate with the STE. One
function checks the communications link to see if information had been passed over from the
STE. The maximum buffer size was 200 characters, so the PalymSys™ function got the name of
a file from shared memory that had just been created by the STE. Another PalymSys™ function
reads the file just created by the STE and asserts the contents as facts into the PalymSys™ fact
base using the AssertString CLIPS C library call. Finally, another function lets the STE know via
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shared memory when SA has sent it information via file transfer. This two-way real-time
interprocess communication provides a realistic simulation of a rotorcraft environment.

SUMMARY AND CONCLUSIONS

We have implemented a situation assessment blackboard expert system in PalymSys™ -- an
extended version of CLIPS. Blackboards are an excellent paradigm for CLIPS expert system
implementations. The control blackboard architecture is especially well-suited to real-time
applications like SA. We developed a control planner in PalymSys™ that chooses the most
important problems to solve based on complex meta-level situation characteristics. The control
planner creates domain plans to solve the problems that it chooses. SA uses a monotonic feed-
forward Dempster-Shafer belief network implemented in C++. The size and number of instances
of the network is dynamic and completely controlled at run-time from the PalymSys™ shell.
Finally, we interfaced the SA system to our Simulation and Test Environment using interprocess
communication techniques. A continuous run feature was added which enables the inference
engine to idle even when the agenda is empty.
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ABSTRACT

The goal of this research is to study the parallel application of multiple AI paradigms and select
the best diagnosis based on the data available [4]. An automated generic on-line diagnostic
system (GOLDS) has been developed as a research prototype, using several AI techniques
including a blackboard architecture, an expert system, and a neural network. The system was
developed using CLIPS rules and objects.

Sample data and models used are for a spaceborne communications system. The software has
been written in a manner to make it as domain independent as possible, so that it can be easily
extended to other applications or completely different problem domains. GOLDS can be
embedded in a wide variety of systems since it has been written as domain independent as
possible.

INTRODUCTION

The Space Station Freedom will be the largest and most complex space structure ever built. It
will incorporate numerous hardware and software systems. One of the most important is the
Communications and Tracking (C&T) system. The function of the C&T system is to provide
communications -- data, audio, and video -- between space and ground, as well as tracking
capabilities for the onboard crew. As shown in Fig. 1, one of the major subsystems is the
Assembly/Contingency S-Band Communications Subsystem (ACS.) The ACS is chosen as the
problem domain for GOLDS, since it represents a critical facility of a type where diagnostic
techniques are known.

The C&T system for the Space Station Freedom will also be larger and more complex than
previous implementations of the functions required for the space shuttle and earlier manned
space programs. To manage and control such a complex system is a challenging task. The size
and the complexity of a manually operated C&T would demand too much of the astronaut’s time
and effort. An astronaut's time in space is valued at more than $40,000 an hour [29, 30]. There is
also a need to reduce ground costs by minimizing the number of ground support personnel.
Automation is now perceived as the only viable technique to reduce human error, shorten
response time, and reduce costs.
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ACBSP - ACS Baseband Signal Processor

Figure 1. Assembly/Contingency Subsystem

One desirable automated system is diagnosis of equipment faults. The ability of an automated
system to diagnose equipment faults quickly and reliably could be the difference between
mission success and a compromised or failed mission. Conventional algorithmic methods such as
a simple decision-tree approach are not very effective for diagnostic applications when the
solution space of the system is very large or complex. The search time to discover a solution may
involve a combinatorial explosion and thus not be practical, especially in real-time,
mission-critical applications such as the space station. Artificial Intelligence (AI) techniques,
such as expert systems and artificial neural networks are better at reducing the size of the search
space to yield a practical solution. Although the solution may not be optimum, it is often
adequate when no optimum solution is practical.

Most AI techniques, including expert systems, case-based reasoning and others, are heuristics
with associated strengths and weaknesses that work well for certain problem domains, but not in
others [6, 7]. Depending on the amount of knowledge available concerning the fault (or perhaps
multiple faults), different AI paradigms may give different diagnoses. In this investigation, we
chose to implement multiple, cooperating technologies that are controlled by a blackboard
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system. The purpose of that choice is to see if such a distributed architecture could overcome the
limitations inherent in a single technology solution.

As illustrated in Figure 2, GOLDS consists of three independent and loosely coupled technical
systems, and a blackboard managerial system. The technical systems are referred to as: the
Domain Expert System (DES), which is an implementation of a rule-based expert system; an
Artificial Neural System (ANS), which is a highly parallel, non-symbolic pattern matching
system; and the Procedural Diagnostic System (PDS), which is a collection of procedural
computer algorithms to map the symptoms to pre-computed diagnosed faults as determined from
the problem domain fault net. The managerial system is called the Blackboard Management
System (BBMS) since it provides the common data seen by all three paradigms for fault
diagnosis, and selects the best overall answer from that proposed by each system. Like the DES,
the BBMS is also an expert system. Depending on how much data is known about the fault, each
system may suggest a fault diagnosis that is uncertain to some extent. The BBMS decides which
is best (described in more detail later in this paper).

BBMS

DES ANS PDS

Knowledge
Sources

User

DES

Figure 2. Overview of BOLDS

Both expert systems and artificial neural systems have had some successes when applied to
diagnostic problems. However, they also have some weaknesses based on how much information
about the fault is known. In real-world systems, there may not be enough time to do exhaustive
testing, or it may be prohibitively expensive (like going to the physician). In these situations
where time and/or cost are critical factors, it is better to obtain the best currently available
diagnosis rather than to wait too long. In other words, the diagnosis may be 100% accurate but
the patient died while waiting for the results.

The approach used by BOLDS is to use three different paradigms to diagnose any malfunction.
Two of the techniques, the expert system and the artificial neural network, are AI techniques.
The third technique is a procedural system based on a decision tree that will yield the optimum
answer if enough information is known. Since different paradigms are used to diagnose the same
problem, there is a need for a managerial system to select the best answer and supervise the three
subordinate technical systems.

The concept of the BBMS is modified from the conventional blackboard architecture. Normally,
the conventional blackboard has more than one independent knowledge source (KS), each of
which is used to solve a part of the problem. This concept is depicted in Figure 3. For our
prototype application, there is only one KS for all three technical systems since each one is
expected to provide an answer.
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Figure 3. The Conventional Blackboard Architecture

The overall strategy of our prototype is for all three technical systems to diagnose the same
problem, and the BBMS monitors their progress. After each of the technical systems has
executed successfully, each gives its solution to the BBMS, and the BBMS evaluates the
solutions derived by the three systems. Finally, the BBMS presents the ranked solutions to the
user.

The three technical systems are designed as “generic” diagnostic systems. A new BOLDS system
can be created for any new application by modifying or replacing data files rather than source
code. For simplicity, as presently structured, only single-point failures are isolated; although
extension to multiple failure diagnosis is feasible. It is thus assumed that a new problem will not
arrive until the present one is solved.

APPROACH TO BLACKBOARD MANAGEMENT SYSTEM-BBMS

The BBMS is a knowledge-based expert system written using CLIPS (C-Language
Implementation Production System). CLIPS was developed by the Software Technology Branch
at NASA/Johnson Space Center. CLIPS is an object-oriented, expert system tool in which
knowledge can be represented as rules or objects.

BOLDS is interactive, and allows the user and BBMS to communicate with each other. The
BBMS is the interface between the user and the three technical systems. It relays the symptoms,
the new knowledge, and the current sensor or signal readings to the technical systems as needed.

The BBMS reads a symptom as it is entered. For the Space Station problem domain, the
symptom consists of

• Symptom identification (ID)

• Monitoring message ID (MSID or sensor ID)

• Corresponding reading.

For example, a working memory element from the DES takes the form (1 ACRFG29M2 200), to
indicate “1” as the first symptom number for that problem, “ACRFG29M2” is a MSID (MeSsage
IDentification), and “200” is the current sensor reading. The sensor reading could be numeric
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data or a Boolean value representing the status of the sensor. If the reading is numeric, then the
BBMS checks that reading against the minimum and maximum limits that are in its
corresponding object. It then sends this information to all three technical systems. The three
systems then execute concurrently, each sending their respective solutions back to the BBMS for
evaluation.

The DES may need more information about certain sensors or the current signal level of some
units in question. The DES then asks the BBMS for this information and the BBMS queries the
user. The user enters the current reading using the keyboard. The BBMS reads the data given by
the user, checks whether the reading is in allowed limits, and transmits this information to the
DES.

Figure 4 illustrates in detail the decision tree by which the BBMS evaluates which solution of the
three paradigms is best.

Present Known Solution

to User

One-Unknown

Solution

Two-Unknown 

Solutions

All-Known 

Solutions

A B

end end
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to  User

Print Msg

 to User

All-Equal

(Known)
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All-Solutions-not-Equal
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Once, the BBMS receives the solutions from all three systems, it prints all the solutions on the
screen. The BBMS then starts evaluating the solutions as follows:

• First the BBMS checks whether all the solutions are equal or not. If they are equal, then
it presents the solution as one solution to the user without any ranking.

• If the solutions are not the same, then the BBMS begins the process of evaluating the
solutions. The BBMS always has more confidence in the solution given by the DES,
since the DES is essentially a decision tree that is guaranteed to give the correct answer
if enough information is available. It has capabilities to ask for more information about
the unit in question and can even check neighboring units of the suspected unit to
investigate ancillary faults.

• The BBMS checks if any of the answers is indeterminate, i.e., no answer is possible. If
the answer from one of the systems is “Unknown Problem”, then that system is
eliminated from the evaluation process.

• If two systems' answers are “Unknown Problem”, then the third and the only answer is
presented to the user as the first (but unreliable) choice.

• If two out of three systems agree with the answer then that answer may have the highest
rank.

• If the three systems have different solutions and any solution is not a subset of any other
solutions, then the solution derived by the DES gets the first rank, then the PDS's
solution and finally the solution given by the ANS.

The best solution also depends upon which of the two systems have the same answer. If the PDS
and the ANS agree on a solution, i.e., they come up with the same unit name, say A, which
receives the signal from the unit B, then there is a very high possibility that unit B is the unit
where the problem started. The DES is designed so that it can isolate the faulty unit more
explicitly by backtracking the units. The PDS and the ANS have no explicit knowledge of the
unit connectivity. Hence, in such cases, the solution given by the DES has the higher rank.

The DES normally comes up with a solution which contains the name of only one unit. However,
the PDS and the ANS can come up with a solution that contains more than one unit. In such
cases, the BBMS first checks whether the unit name derived by the DES is in the list of units of
the other solutions. If so, the BBMS gives the highest rank to the common unit or units and
ignores the remaining units.

The reasons for this evaluation are as follows: The DES is designed with more intelligence. It
can justify its reasoning by giving explanations. Hence, its solution gets the first rank. The neural
network's results are not always reliable if not trained with ample data [19]. The PDS is a
conventional approach, so its solution is more reliable compared to the ANS's solution. The PDS
is as reliable as the knowledge used to construct its bit strings, it is a completely deterministic
and predictable system.

DES PARADIGM

The basic concept of an expert system is shown in Fig.5. The DES gets one symptom at a time
from the BBMS. After receiving all the available symptoms, the DES is ready to fire one of the
diagnostic rules. If the DES cannot fire any of the diagnostic rules, then it asks the BBMS for
more needed information. When it gets the current sensor reading of the needed unit, it fires the
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corresponding diagnostic rule. If a rule is fired then it comes up with a solution as explained
before.

Knowledge-Base

Inference Engine

Facts

Conclusion

User

Figure 5. The Expert System Paradigm

The DES always saves its original solution before doing any further investigation. The DES has
explicit knowledge of the connectivity of the units of the system to be diagnosed. It contains the
rules to backtrack the suspected unit and check status and health of the previous units along the
connective path. The DES will try to backtrack the unit or check the list of units to isolate the
fault. If the unit does not have any inputs or outputs, or if the unit is a source unit, then the DES
cannot backtrack that unit. The final derived solution along with the original solution is presented
to the BBMS. There is also a possibility that the DES, even after trying to get more information,
cannot fire any of the diagnostic rules. It then sends the message, “Unknown Problem” to the
BBMS.

Not all of the units or SRUs in the ACS have sensors. If a failed unit does not have a sensor, it is
not straight forward to pinpoint the problem for that failed unit. Hence, it is possible that the
suspected unit or the solution derived by the systems is not accurate. There is a need to check the
neighboring units. The DES has such capability. The DES identifies its original suspected unit by
using the given symptoms and its diagnostic rules. It has the capability to do further
investigations on its original suspect unit. It asks the BBMS for the sensor readings of the
previous unit along the connectivity. The BBMS in turn asks the user to get this reading and
passes the reading to the DES. Thus, the DES continues to check the previous units which are
propagating signal to the suspected unit till it finds the sensor reading which is within the limits.
Hence, the final solution derived by the DES has more confidence and it also gives an
explanation of the derived solution.

ANS PARADIGM

A backpropagation network (BPN) simulator, written in C is used for the system’s artificial
neural system (ANS) subsystem in the BOLDS application. The BPN was selected as the most
appropriate neural network architecture for this application due to its ability to generalize
relationships between abstract pattern vectors [15]. However, an important design consideration
for the system is to make the architecture as domain independent as possible, so that other
applications may be easily fitted into the system architecture. We achieved that domain
independence with the ANS subsystem by making the network simulator a single C-callable
function. Thus, other neural network paradigms can easily be integrated into the BOLDS ANS
subsystem by simply replacing the BPN simulator with another network paradigm simulator.

One of the most difficult aspects of using a neural network to perform complex pattern matching
is the development of a suitable data representation scheme [31] for the application. For the
prototype BOLDS application, we chose to implement a three-layer BPN, using two discrete
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units to represent each problem symptom that the network would be asked to recognize. Table 1
illustrates the selected scheme. We chose to represent the problem in this manner, since there are
three states for each symptom that had to be modeled. Since most neural network processing
elements use bi-stable activation functions, it is necessary to find a way to represent three
symptom states using binary units.

An additional benefit derived from this data representation scheme is the separation of similar
patterns in Euclidean hyperspace. By making each symptom component of the input pattern
vector orthogonal to each state, the pattern matching task performed by the neural network is
simplified. To see why this is so, consider that each of the parallel processing elements
implemented in a neural network uses a weighted-sum calculation, which is essentially an inner-
product computation between two n-dimensional pattern vectors, to compute its input activation.
Then, each unit responds with an output signal that is developed from the total input stimulation
received by the unit. Thus, in a very real sense, the BPN used in this application is matching the
symptoms contained in the input pattern vector with a set of predefined (or prelearned) symptom
combinations that tend to indicate certain failure modes of the ACS system.

There are three layers in the BPN, which includes one hidden layer. The data representation in
the ANS is summarized in Table 1.

Binary Sensor Reading
00 Don't care
01 Low or False
10 High or True
11 Within Limit

Table 1

The input and the output data are in binary format. Symptoms are represented by a pair of binary
numbers for the four different states: 00, 01, 10, and 11. The state 00 is the Don't care condition.
The state 01 represents False or if the reading is less than the lower limit of the sensor reading.
The state 10 means the current sensor reading status is True or the reading is greater than the
upper limit of the sensor reading. The state 11 is used when the sensor reading is within limits.

PDS PARADIGM

The PDS is a procedural diagnostic system written in C. The PDS employs a technique called
Fault Isolation using Bit Strings or FIBS [13]. Use of this method requires preprocessing of the
fault net thereby producing bit strings that encapsulate the essential cause-effect relationships
between problems and their symptoms [22]. Each bit string represents a symptom and contains
information regarding all possible causes for that symptom. If a given problem can ever give rise
(directly or indirectly) to a given symptom, then the bit corresponding to that problem is set in
the symptom’s bit string. These bit strings are computed in advance and stored for subsequent
use during fault isolation.

When a fault is detected, the PDS logically combines the bit strings producing a resulting bit
string that has bits set corresponding to those problems any one of which could explain the set of
observed symptoms. Thus, the method produces a list of possible causes for the symptoms that
have been observed.
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RESULTS FOR THE SPACE STATION ACS DIAGNOSTICS

Figures 6 and 7 display the simplified functional block diagrams of two Orbital Replacable Units
(ORUs) of the ACS and their corresponding units and connectivity.
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Figure 6. The ACS RF Group (ACRFG) Functional Block Diagram
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It has been shown that each of the diagnostic systems works well under different circumstances.
Table 2 displays some examples of few symptoms and their corresponding suspected
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malfunctioning unit(s) of the ACS system. The table also shows the confidence level of the
solution given by each diagnostic system for that problem. The confidence levels are given as
High, Med, and Low. An explanation of the word “High” as a confidence level is in order. One
of the reasons why a DES might have a high confidence when only one symptom is available
while the other two systems have low confidence factors is the interactive nature of an expert
system

Problem numbers 1 and 2 have only one symptom and several suspected units. In such cases,
only the DES is guaranteed to diagnose the problem to one malfunctioning unit. The ANS may
converge to a solution which is considered most likely. The PDS will give the list of suspected
malfunctioning units and will not do further investigation. The DES will check each unit in the
list and also check the status, through the blackboard, of any units connected to these units. Thus,
it will provide a final diagnosis with a high degree of certainty.

Problem
Number

Number
of

Symptoms

Symptoms Suspected
Malfunction

Unit/s

Diagnostic
Systems

DES  ANS  PDS

1 1
RF Group  to TDRSS Erroneous
High Rate Data Output is True

High Gain Antenna (ACHGA),
Antenna Switch,
Solid State Power Amplifier,,
ACRFG Embedded Controller

High Low Low

2 1
XPDR Embedded Controller
Loss of Output is True

XPDR Embedded Controller,
Receiver-Processor,
XPDR Power Converter,
Synthesizer

High Low Low

3 1

2

3

Solid State Power Amplifier-
Output Power is Within Limit

RF Group to 1553 BUS Loss of
Data is True
Solid State Power Amplifier-
Reflected Power is High

Low Gain Antenna (ACLGA)
High Med High

4 1 XPDR Power Converter-
Temperature is Out of Limit

XPDR Power Converter
High High High

5 1 RF Group Power Converter -
Voltage/s is Out of Limit

RF Group Power Converter
High High High

6 1

2

XPDR Embedded Controller's
Loss of Output
XPDR Carrier Lock is False

Receiver Processor
High Low Med

Table 2. A Few Sample Faults

All the three systems can diagnose the problem with high certainty when symptoms (data) are
complete and known to the systems (see problem number 3, 6). However, if the observed
symptoms are not complete, e.g., in problem number 3, if symptom number 3 is not observed and
the only remaining two symptoms are observed, then the PDS may not be able to reduce the
diagnosis of the problem to one precise unit. It may reduce the problem to a list of units
containing the actual malfunctioning unit. The ANS and the DES can solve the problem with the
incomplete symptoms.

Some of the problems have only one symptom and one suspected unit (see faults 4 and 5). All
three systems diagnose all such problems accurately without failing.
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ANALYSIS AND CONCLUSIONS

BOLDS demonstrates that a blackboard architecture can be a good technique for integrating
different diagnostic paradigms. By allowing different paradigms to work in parallel, a more
accurate diagnosis is found more quickly and efficiently than by using one paradigm exclusively.
The blackboard approach mirrors human problem solving in that people do not rely exclusively
on a single paradigm to solve a problem. Instead, multiple problem solving approaches working
in parallel can often yield a solution more quickly and efficiently with a higher level of
confidence.
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ABSTRACT

In a dynamic environment, intelligent agents must be responsive to unanticipated conditions.
When such conditions occur, an intelligent agent may have to stop a previously planned and
scheduled course of actions and replan, reschedule, start new activities and initiate a new
problem solving process to successfully respond to the new conditions. Problems occur when an
intelligent agent does not have enough knowledge to properly respond to the new situation.
DYNACLIPS is an implementation of a framework for dynamic knowledge exchange among
intelligent agents. Each intelligent agent is a CLIPS shell and runs a separate process under
SunOS operating system. Intelligent agents can exchange facts, rules, and CLIPS commands at
run time. Knowledge exchange among intelligent agents at run time does not effect execution of
either sender and receiver intelligent agent. Intelligent agents can keep the knowledge
temporarily or permanently. In other words, knowledge exchange among intelligent agents
would allow for a form of learning to be accomplished.

INTRODUCTION

Applications of expert systems to variety of problems are growing rapidly. As the size and
complexity of these systems grow, integration of independent cooperating expert systems is
becoming a potential solution approach to large scale applications. In this paper, the blackboard
model of distributed problem solving is discussed and architecture, implementation and usage of
DYNACLIPS is explained.

Distributed Problem Solving (DPS)

Distributed problem solving in artificial intelligence is a research area which deals with solving a
problem in a distributed environment through planning and cooperation among a set of
intelligent entities (i.e., agents). Each intelligent agent can run in parallel with other intelligent
agents. Intelligent agents may be geographically distributed or operate within a single computer.
An intelligent agent may possess simple processing elements or a complex rational behavior. A
paramount issue in DPS is the communication and information sharing among participating
intelligent agents, necessary to produce a solution. The blackboard model of problem solving is
one of the most common approaches in the distributed artificial intelligence area. In the
following section we will focus on blackboard architecture as a model for distributed problem
solving.
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Blackboard Model of Distributed Problem Solving

The blackboard architecture (BBA) is one of the most inspiring cooperative problem solving
paradigms in artificial intelligence. The approach had generated much interest among
researchers. BBA is a relatively complex problem solving model prescribing the organization of
knowledge, data and the problem-solving behavior within an overall organization. The
blackboard model is becoming a useful tool for complex applications whose solution requires a
set of separate though interrelated sources of knowledge and expertise.

Knowledge 
Source

BLACKBOARD
DATA

CONTROL

Knowledge 
Source

Knowledge 
Source

1 2 n

Figure 1. Blackboard Model For DSP

A blackboard model contains blackboard, control, and knowledge sources. Figure 1 shows a
basic blackboard model for DPS applications. The Knowledge Sources are the knowledge
needed to solve the problem; they are kept separate and independent. Each knowledge source can
use different knowledge representations techniques. The Blackboard Data is a global database
that contains problem-solving states. The knowledge sources produce changes to the blackboard
that lead incrementally to the solution of the problem being solved. Communication and
interaction among the knowledge sources takes place solely through the blackboard. The Control
determines the area of the problem solving space on which to focus. The focus of attention can
be either the knowledge sources, the blackboard or a combination of both. The solution is built
one step at a time by using a cooperation of different knowledge sources. The blackboard model
is a complete parallel and distributed computation model. The parallel blackboard model
involves the parallel execution of knowledge sources and the control component. The distributed
blackboard model involves the communication of blackboard data among blackboard
subsystems. The main issue here is to decide what to communicate and where and when to send
data. The blackboard systems are being used increasingly in real time systems. Architectural
extensions to the basic blackboard model can be added to increase its performance for real time
applications. [1,2,3]

An Overview of Existing BBA Tools

A number of BBA tools are reported in the literature. Here we provide an overview of some of
these systems.

BB_CLIPS ( Blackboard CLIPS) [4, 5] is an extended version of CLIPS version 4.3 developed
by National Research Council of Canada. In BB_CLIPS, each CLIPS rule or group of rules
serves as a knowledge source. The fact base of BB_CLIPS serves as the blackboard, and its
agenda manager serves as the scheduler.
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RT-1 architecture [6] is a small-scale, coarse-grained, distributed architecture based on the
blackboard model. It consists of a set of reasoning modules which share a common blackboard
data and communicate with each other by “signaling events”.

PRAIS (Parallel Real-Time Artificial Intelligence Systems) [7] is an architecture for real-time
artificial intelligence system. It provides coarse-grained parallel execution based upon a virtual
global memory. PRAIS has operating system extensions for fact handling and message passing
among multiple copies of CLIPS.

MARBLE (Multiple Accessed Rete blackboard linked Experts) [8] is a system that provides
parallel environment for cooperating expert systems. Blackboard contains facts related to the
problem being solved and it is used for communication among expert systems. Each expert shell
in the system keeps a copy of the blackboard in its own fact base. Marble has been used to
implement a multi-person blackjack simulation.

AI Bus [9] is a software architecture and toolkit that supports the construction of large-scale
cooperating systems. An agent is the fundamental entity in the AI bus and communicates with
other agents via message passing. An agent has goals, plans, abilities and needs that other agents
used for cooperation.

GBB (Generic Blackboard) [10,11] is toolkit for developers needs to construct a high-
performance blackboard based applications. The focus in GBB is increasing the efficiency of
blackboard access, especially for pattern-based retrieval. GBB consist of different subsytems : a
blackboard database development subsystem, control shells, knowledge source representation
languages and graphic displays for monitoring and examining blackboard and control
components. GBB is an extension of Common Lisp and CLOS (Common Lisp Object System).

GEST (Generic Expert System Tool) [12] has been developed by Georgia Tech Research
Institute. The main components of the GEST are the central blackboard data structure,
independent experts or knowledge sources and the control module. The blackboard data structure
holds the current state of the problem solving process. It is also common communication
pathway among knowledge sources.

CAGE and POLIGON [13] have been developed at Stanford University. They are two different
frameworks for concurrent problem solving. CAGE is a conventional blackboard system which
supports parallelism at knowledge sources level. The knowledge source, the rules in the
knowledge source, or clauses in a rule can be executed in parallel. CAGE is a shared memory
multiprocessing system. POLIGONs' functionality is similar to CAGE.

Hearsay-II [2,3,14] is a speech understanding system developed at Carnegie-Mellon University.
Hearsay-II provides a framework that different knowledge sources cooperate to solve a problem.

More recently, significant work is being done to develop Knowledge Interchange Formats (KIF)
and Knowledge Query and Manipulation languages (KQML) by Stanford University [15,16].
KIF is a computer-oriented language for the interchange of knowledge among disparate
programs that is written by different programmers, at different times, in different languages. KIF
is not a language for the internal representation of knowledge. When a program reads a
knowledge base in KIF, it converts the knowledge into its own internal form. When the program
needs to communicate with another program, it maps its internal data structures into KIF. KQML
messages are similar to KIF expressions. Each Messages in KQML is one piece of a dialogue
between the sender and receiver programs.
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IMPLEMENTATION OF DYNACLIPS

Using the SunOS operating system multiprocessing techniques and interprocess communication
facilities, we have developed a prototype system on a Sun platform to demonstrate the dynamic
knowledge exchange among intelligent agents. In the following sections we provide a short
overview of SunOS InterProcess Communication Facilities (IPC) and describe the
implementation aspect of the DYNACLIPS.

InterProcess Communication Facilities (IPC)

Interprocess Communication involves sharing data between processes and coordinating access to
shared data. The SunOS operating system provides several facilities and mechanism by which
processes can communicate. These include Messages, Semaphores and Shared Memory.

The Messaging facility provides processes with a means to send and receive messages, and to
queue messages for processing in an arbitrary order. Messages can be assigned specific types and
each would have an explicit length. Among other uses, this allows a server process to direct
message traffic between multiple clients on its queue. Messages sent to the queue can be of
variable size. The application programmer must insure that the queue space limitations are not
exhausted when more than one process uses the same queue. The process owning the queue must
establish the read/write permissions to allow/deny other processes access to the queue.
Furthermore, it is the responsibility of the owner process to remove the queue when it is no
longer in use or prior to exiting.

Semaphores provide a mechanism by which processes can query or alter status information. They
are often used to monitor and control the availability of system resources, such as shared memory
segments. Semaphores may be operated as individual units or as elements in a set. A semaphore
set consists of a control structure and array of individual semaphores.

Shared memory allows more than one process at a time to attach a segment of physical memory
to its virtual address space. When write access is allowed for more than one process, an outside
protocol or mechanism such as a semaphore can be used to prevent contentions [17].

Architecture of DYNACLIPS

In this section we provide an overview and discussion of each component of the DYNACLIPS.
Figure 2 represents the overall architecture of the DYNACLIPS. Shared memory has been used
to implement the system main blackboard to broadcast messages from control to intelligent
agents. Message queues have been used to transfer messages from the intelligent agents to the
control. Semaphores are used to make intelligent agents and control to sleep or wake up in order
to reduce the load on CPU. Each intelligent agent and control has an input/output port to the
world outside of the application framework to interface with the other processes outside of their
environment. These outside processes might be any program that uses the application framework.
In DYNACLIPS, intelligent agents and control can also use IPC facilities to interface with the
outside programs.

Control

The control component of the system has been implemented using the C programming language.
It runs as a separate process and communicates with the other processes using IPC facilities. The
control can be loaded and executed by entering the word “control” at SunOS prompt. The control
always has to be loaded first. Once the control is loaded, it creates the three incoming control
message queues for the requests coming from the intelligent agents, one shared memory to be
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used as the main system blackboard and two semophores for control and intelligent agents. The
control has read/write access to the main system blackboard and has only read access from the
message queues. If there is no request from intelligent agents, control sleeps until any agent
makes a request.

CONTROL
Command Queue

Blackboard Request Queue

IA-1 IA-2 IA-3 IA-n

Read Signal Queue

EXTERNAL APPLICATIONS

Semaphore

BLACKBOARD

Shared Memory

Semaphore

External Applications

Figure 2. Architecture of DYNACLIPS

The DYNACLIPS takes advantage of the multiprocessing capabilities of the SunOS operating
system. A message facility has been used for setting up a communication link from the
intelligent agents to the control. The control creates incoming queues to receive messages from
the intelligent agents. These control message queues use “First-In First-Out” (FIFO)
methodology as shown in Figure 3.
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Process that has only READ  attach 

Process that has only WRITE attach 

Messages

FIFO QUEUE

Figure 3. Message Transfer Among Processes

In order to communicate with the control process, intelligent agents send their requests to the
control message queues. Intelligent agents have only write permission to these queues. Message
queue facility of IPC can also be utilized to allow the control module and/or intelligent agents to
communicate with other application programs running outside of their environment.

BLACKBOARD

Broadcast Status

Private Message Area

KNOWLEDGE AREA

Blackboard Name

Node  1

Node  2

Node  n

(Rules, Facts, Commands)

CONTROL

AGENTS

Figure 4. Blackboard

Blackboard

The blackboard is a shared memory that holds information and knowledge that intelligent agents
use. The blackboard is organized by the control component. The blackboard has four different
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members as shown in Figure 4. These members are: 1) Blackboard name which holds the name
of the blackboard that is being used, this is necessary if multiple blackboards are in use, 2)
Blackboard status  which is a counter that is incremented after each update of the blackboard, 3)
Private message area which is used by the control component to send system related messages to
the intelligent agents, 4) The knowledge area which holds, rules, facts and commands that needs
to be broadcast to the intelligent agents.

Shared Memory facility of IPC has been used to broadcast messages to all intelligent agents via
the control. Figure 5 represents broadcasting data using shared memory configuration. When a
process that has a write attach, writes a message to the shared memory, this message will be
visible to all processes that have read attach to shared memory. When there is more than one
process able to write to shared memory, semaphores should be used to prevent processes
accessing the same message space at the same time. In DYNACLIPS semaphores were not used
for shared memory, because the control component is the only process that has read and write
accesses to the shared memory and intelligent agents can only read from the shared memory.

In DYNACLIPS, there is a local blackboard for each intelligent agent and one main blackboard
for the control. The DYNACLIPS uses the shared memory facility to implement the main system
blackboard. This implementation was possible because all intelligent agents run on the same
computer. If intelligent agents were distributed on different computer systems, then a copy of the
main blackboard needs to be created and maintained in each computer system.

Shared Memory

Process that has only READ  attach

Process that has only WRITE attach. 

Figure 5. Message Broadcasting With Shared Memory

Intelligent Agents

An intelligent agent can be any application, such as an expert system shell, that is able to use IPC
facilities on the SunOS operating system. In this prototype system, CLIPS (C Language
Production System) was used as intelligent agents. CLIPS [18] is an expert system shell which
uses a rule-based knowledge representation scheme. We have extended the CLIPS shell by
adding a set of functions to provide the necessary capabilities to use IPC facilities.

The following command should be executed at SunOS prompt to load and activated a CLIPS
based intelligent agent.

dynaclips <Knowledge base name> <Intelligent agent name> [Group name]
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The Knowledge base name is a file that contains CLIPS rules. The Intelligent agent name and
Group name are names given to intelligent agent by the user or application program that loads
this knowledge base. Multiple copies of the CLIPS expert system shell, each representing an
agent, can be loaded and activated at the same time using the above command. Intelligent agent
name and Group name are also inserted as initial fact to intelligent agents. Following will be
initial facts in the intelligent agents:

(knowledge name is  <Intelligent agent name>)
(member of group  <Group name>)

Once an intelligent agent is loaded, 1) it finds out the names of the control message queues and
attaches itself to the queues as a writer. 2) It finds out the name of the main blackboard and
attaches itself to it as a reader. 3) It sends a message to control component to inform that it has
joined the system. If there is no rule to fire and nothing is changed in the blackboard, an
intelligent agent sleeps until something changes in the blackboard.

As we mentioned previously, we have added number of functions to the CLIPS shell. The
following functions can be used by an intelligent agent to communicate with the control as well
as with other intelligent agents.

(ADD_BB_STR  <message string>)
(DEL_BB_STR  <message string>)
(CHANGE_GROUP_NAME  <new_group_name>)
(EXIT_CLIPS)

ADD_BB_STR (Add BlackBoard String)  is called when an intelligent agent wants to add a
message to the main blackboard. DEL_BB_STR (Delete BlackBoard String) is called when an
intelligent agent wants to delete a message from the main blackboard.
CHANGE_GROUP_NAME is called when intelligent agent needs to change group.
EXIT_CLIPS is called when an intelligent agent is exiting from the system permanently. In the
above commands, Message string takes the following format :

"<destination>    <type>    <message>"

The Destination field should be the name of an intelligent agent or group currently active in the
system, or “ALL” which specifies that the message should be received by all active intelligent
agents. (In the above format, blank characters were used to separate each field.)

 The Type field should be “FACT”, “RULE” or “COMMAND”, which describes the type of the
message in the message string. If the type is FACT, the message will be added or deleted,
depending on the functions, to shared fact base of the intelligent agent specified by the
destination field. If the type is RULE, the message will be added or deleted to the dynamic
knowledge base of the intelligent agent(s) as specified in the destination field. If the type is
COMMAND, then message will be executed as a command by the intelligent agent specified in
the destination field. Commands are always removed from the main blackboard after intelligent
agents receive a copy of the blackboard.

Message can contain facts, rules or commands. Since the current implementation of the prototype
system only uses CLIPS shell to represent an intelligent agent, we have chosen to follow the
syntax of the CLIPS to represent facts, rules or commands. If another expert system shell is used
to represent an intelligent agent, this common syntax should be observed to transfer facts, rules
or commands. It is the intelligent agent's responsibility to translate this common syntax to its
own internal syntax.
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The following sections describe, in more detail, the process of transferring facts, rules, and
commands among intelligent agents.

Fact Transfer Among Intelligent Agents

An intelligent agent can send fact(s) to an individual intelligent agent, group of intelligent agents
or to all intelligent agents in the system. Facts stay in the main blackboard until removed by the
sender intelligent agent or by other intelligent agent(s) that has/have the permission to delete the
fact. ADD_BB_STR and DEL_BB_STR commands are used to insert, or remove fact(s) from
the main blackboard. The following examples show how facts transferred among intelligent
agents in the system.

Given the following information:

?y   is  a string containing "ALL  FACT  Hi there, I have just joined the system"
?x  is  a string containing "IA-2  FACT  apple is red"
IA-2  is  the name of  an intelligent agent  active in the system.

Then:

(ADD_BB_STR  ?y )   adds the message (i.e., the fact)   "Hi there, I have just joined the
system"   to the main blackboard as a fact and all intelligent agents insert this fact to their
internal shared fact base.

(DEL_BB_STR  ?y )  deletes the message (i.e., the fact)   "Hi there, I have just joined the
system"   from the main blackboard as well as from internal shared fact base of any
intelligent agent that has this fact in its shared fact base.

(ADD_BB_STR  ?x )   adds "apple is red"   to the main  blackboard as a fact and only  IA-2
is allowed to  insert this fact to its shared fact base.

(DEL_BB_STR ?x )  deletes "apple is red"   from the main  blackboard and causes IA-2 to
remove this fact from its  shared fact base.

Command Transfer Among Intelligent Agents

An intelligent agent can send command(s) to an individual intelligent agent, group of intelligent
agents or to all intelligent agents in the system. Commands do not remain on the main
blackboard, the receiver intelligent agent executes the command immediately upon its arrival.
Commands are deleted by the receiver intelligent agent(s) as soon as they are executed.
ADD_BB_STR function should be used for transferring commands among intelligent agents.
DEL_BB_STR function is not available on COMMAND type. Following examples demonstrate
how commands are transferred among intelligent agents. In the following examples all the
commands are standard commands available in the CLIPS expert system shell.

Given the following information :

?y   is a string containing "ALL   COMMAND  (rules)"
?x  is a string containing "IA-2  COMMAND   (watch facts)"
?z  is a string containing "GROUP1 COMMAND (CHANGE_GROUP_NAME  "GROUP2")"
IA-2  is  the name of the an intelligent agent  active in the system.

Then:
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(ADD_BB_STR ?y )  all intelligent agents in the system execute (rules)  command which
means print all rules in the intelligent agent knowledge base.

(ADD_BB_STR  ?x )  IA-2 executes (watch facts )  command.

(ADD_BB_STR  ?z )  all intelligent agents in the GROUP1 will change their group name to
GROUP2.

All CLIPS commands are supported by the DYNACLIPS. Hence, an intelligent agent can
modify the knowledge of other intelligent agents via sending the appropriate command.
Application programmer should be careful when designing the system since it is possible to
remove static knowledge and local facts of the intelligent agent receiving the commands.

Rule Transfer Among Intelligent Agent

An intelligent agent can send rule(s) to an individual intelligent agent, group of intelligent agents
or to all intelligent agents in the system. Rules stay on the main blackboard until removed by the
sender intelligent agent or other intelligent agent(s) that has the right permission to delete the
rule. CLIPS format should be followed to represent rules. The type RULE should be used in the
type field of the message string. ADD_BB_STR and DEL_BB_STR commands can be used to
add or delete rules from the main blackboard. The following presents examples for transferring
rule among intelligent agents.

Given the following information :

?x  is a string containing  "IA-2  RULE (defrule rule1 (apple is red) => (facts)) "
?y  is a string containing  "ALL  RULE (defrule rule2 (red is color) =>  (facts)) "
IA-2 is  the name of an intelligent agent active in the system.

Then :

(ADD_BB_STR ?x)   rule1  will be added to the main  blackboard and only IA-2 can insert
the rule1  into its dynamic knowledge base.

(ADD_BB_STR ?y )  rule2  will be added to the main  blackboard and all  intelligent agents
can insert rule2   into their dynamic knowledge base.

Knowledge Transfer Among Intelligent Agents

Knowledge can be exchanged among intelligent agents by using combination of facts, rules and
commands transfers. Different methodologies can be used for knowledge transfer; knowledge
can be exchanged among intelligent agents in temporary or permanent bases.

Under temporary knowledge transfer option, the sender intelligent agent specifies the rule(s) that
needs to be transferred as well as specifying when the rules needs to be removed from dynamic
knowledge base of the receiver intelligent agent. The following example shows how to transfer a
temporary knowledge among intelligent agents.

Given the following information :

?x  is a string  that contains  the  following :

" ALL COMMAND  (defrule rule1 (lights are on) =>

(turn of the lights)
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(assert (lights are off) )) "

?y   is a string  that  contains  the  following :

" ALL COMMAND (defrule rule2 (lights are off) =>

(undefrule rule1)

(undefrule rule2) ) "

Then:

(ADD_BB_STR ?x)

(ADD_BB_STR ?y)

In the above example, two rules were broadcasted to all intelligent agents in the system. All
intelligent agents will insert these two rules into their dynamic knowledge base. The rules will
remain in the intelligent agent's dynamic knowledge base until rule1 is fired. Rule2 will be fired
after rule1, which would cause rule1 and itself to be removed from the intelligent agents'
dynamic knowledge bases. Using type COMMAND will cause that the two rules be deleted from
the main blackboard as soon as all intelligent agents have read them into their dynamic
knowledge base. By eliminating the second function (i.e., (ADD_BB_STR ?y) )  from the
previous example, the rule can be placed permanently in the receiver intelligent agents'
knowledge bases. Hence, the knowledge encoded in the rule can be used by the receiver
intelligent agent from that point on. The following example demonstrates this concept.

Given the following information

?x  is a string  that contains  the following :

" ALL   COMMAND  (defrule rule1 (lights are on) =>

(turn of the lights)

(assert (lights are off) ) "

Then:

(ADD_BB_STR   ?x)

Type RULE should be used to transfer knowledge when the intelligent agents are joining, exiting
or re-joining the framework continuously. In this case, knowledge stays in the main blackboard
until deleted explicitly by the sender intelligent agent.

CONCLUSIONS AND FURTHER STUDIES

By introducing simple communication protocols among intelligent agents, we have introduced a
framework through which intelligent agents can exchange knowledge in a dynamic environment.
Using the DYNACLIPS common knowledge can be maintained by one intelligent agent and
broadcasted to the other intelligent agents when necessary.

In a dynamic environment, intelligent agents must be responsive to unanticipated conditions.
When such conditions occur, an intelligent agent may be required to terminate previously
planned and scheduled courses of action, and replan, reschedule, start new activities, and initiate
a new problem solving process, in order to successfully respond to the new conditions. Problems
occur when an intelligent agent does not have sufficient knowledge to properly respond to the
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new condition. In order to successfully respond to unexpected events in dynamic environments,
it is imperative to have the capability of dynamic knowledge exchange among intelligent agents.

Intelligent Agent

Supervisor Intelligent Agent

Blackboard

Control

Figure 6. An Example of a Framework which Includes Multilayer Aspects

We believe that dynamic knowledge exchange would be an important feature for any application
in which unanticipated conditions or events occur. Using the proposed dynamic knowledge
exchange capability, cooperative problem solving sessions can be initiated where each intelligent
agent can share its problem relevant knowledge with other intelligent agents to resolve the
problem. An obvious advantage of this capability is the elimination of redundant knowledge and
hence the improved utilization of the system memory capacity. In addition, by using this
framework a form of learning can take place and thus additional problem solving knowledge is
created.

The basic framework presented in this research could be extended to include a multilayer
environment. This can be done by providing supervisory blackboard and control components to
create a single entity by combining separate frameworks. (See Figure 6.)

The proposed framework can easily be expanded to accommodate more than one blackboard
when it is necessary. In this case one control module is associated with each blackboard as in
Figure 7. The basic process of communication with the control modules would be the same as
presented in the previous sections.
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Figure 7. Using Multiple Blackboard

The prototype system is currently running on a single computer system using multiprocessing
facilities. By using networking, it is possible to extend the system functionality to support
distributed environments. Hence, intelligent agents can be geographically distributed but able to
communicate via the system main blackboard.

Since the current implementation of the DYNACLIPS only uses CLIPS shell to represent an
intelligent agent, we have chosen to follow the syntax of the CLIPS to represent facts, rules or
commands. Knowledge Interface Format (KIF) [15,16] can also be used in the future to transfer
facts, rules or commands.
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